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3.1. Consider Burgers’ equation.

a) Consider the initial condition

u0(x) =











2, x < 0

1, 0 < x < 2

0, x > 2

What is the solution1? Sketch the charakteristics and the shock curves.

b) Consider the initial condition

u0(x) =











0, x < 0

1, 0 < x < 2

0, x > 2

Sketch the solution (at least for small times t).

3.2. Consider the following scalar conservation law with a term of order zero:

∂tu+ ∂x(f(u)) = g(u) for (x, t) ∈ R× R
+;

here, f , g are smooth and bounded. What is the Rankine-Hugoniot condition?

3.3. Consider the piecewise constant function

u(x, t) =

{

ul x < st

ur x > st.
(1)

a) Show: For such a function to be an entropy solution of the hyperbolic conservation law ∂tu +
∂x(f(u)) = 0, it has to satisfy the Rankine-Hugoniot condition and additionally

s(η(ur)− η(ul)) ≥ ψ(ur)− ψ(ul)

for all entropy-entropy flux pairs (η, ψ).

b) Show for Burgers’ equation (i.e., f(u) = 1
2u

2) and ul > ur that the function given by (1) is an
entropy solution, if s is given by the Rankine-Hugoniot condition.

c) Show for Burgers’ equation and ul < ur, that the function given by (1) is a weak solution but
not an entropy solution (hint: η(u) = u2).

3.4. Consider Burgers’ equation.

∂tu+
1

2
∂x(u

2) = 0 auf R× R
+, u(·, 0) = u0(·).

a) Compute the entropy flux ψ for the entropy η(u) = 1
2u

2.

b) Let u0 be bounded and have compact support. Assume additionally that the entropy solution is
bounded and satisfies (as in the lecture) the condition u ∈ C0([0,∞);L1(R)∩L2(R)). Show that

‖u(·, t)‖L2(R) ≤ ‖u0‖L2(R).

Hint: Proceed somewhat formally as in the lecture by taking the test function ψ = χK as in the
proof of Theorem 1.18. A full argument would work with a smoothed verion of χK and a limiting
argument.

Remark: in general, it not true that ‖u(·, t) − v(·, t)‖L2(R) ≤ ‖u(·, 0) − v(·, 0)‖L2(R) for entropy
solutions u, v.

1of course, the entropy solution is meant, which consists of shocks



3.5. Theorem 1.19 of the lecture stated a monotonicity property for entropy solutions: u0 ≤ v0 implies
u(·, t) ≤ v(·, t). Show that this statement follows with the techniques of the proof of Theorem 1.18.
Hints:

1. Set C1
0 (R × R

+) := {v ∈ C1(R × R
+) | supp v ⊂ R × R

+ is compact }. Recall from the proof of
Theorem 1.18 that for all ϕ ∈ C1

0 (R× R
+) with ϕ ≥ 0 one has

∫

R×R+

|u(x, t)− v(x, t)|ϕt(x, t) + sign(u(x, t) − v(x, t))(f(u(x, t)) − f(v(x, t))ϕx(x, t) dx dt ≥ 0

(Note that ϕ(·, 0) = 0 is assumed so that no integral overe R× {0} appears.)

2. Check that 2 entropy solutions u, v satisfy

0 =

∫

R×R+

(u− v)ϕt + (f(u)− f(v))ϕx ∀ϕ ∈ C1
0 (R× R

+).

3. Show that for the function Φ(u) := |u|+ u and a suitable (lipschitz continuous) function (u, v) 7→
Ψ(u, v) one has

0 ≤

∫

R×R+

Φ(u− v)ϕt +Ψ(u, v)ϕx ϕ ∈ C1
0 (R× R

+), ϕ ≥ 0.

4. Show for 0 < t1 < t
∫

R

Φ(u− v)(·, t) ≤

∫

R

Φ(u− v)(·, t1)

by taking a suitable test function. As in the proof of Theorem 1.18, you may proceed formally by
taking the test function as a characteristic function of a suitable set.

5. Take the limit t1 → 0 and infer (u − v)(x, t) ≤ 0 for all x ∈ R (up to a set of measure zero, of
course).


