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Abstract. New quantum hydrodynamic equations are derived from a Wigner-Boltzmann model, using the quantum entropy minimization method recently developed by Degond and Ringhofer. The model consists of conservation equations for the carrier, momentum, and energy densities. The derivation is based on a careful expansion of the quantum Maxwellian in powers of the Planck constant. In difference to the standard quantum hydrodynamic equations derived by Gardner, the new model includes vorticity terms and a dispersive term for the velocity. Numerical current-voltage characteristics of a one-dimensional resonant tunneling diode for both the new quantum hydrodynamic equations and Gardner's model are presented. The numerical results indicate that the dispersive velocity term regularizes the solution of the system.
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1. Introduction. Quantum phenomena in semiconductor devices are increasingly important as the characteristic lengths of modern devices are of the order of deca-nanometers only. In fact, there are devices, like resonant tunneling diodes, whose behavior is essentially based on quantum effects. Since the numerical solution of the Schrödinger equation (or one of its approximations) or the Wigner equation is very time consuming, fluid-type quantum models seem to provide a compromise between accurate and efficient numerical simulations. Moreover, quantum fluid models have several advantages. First, they are formulated in macroscopic quantities like the current density, which can be measured. Second, for the macroscopic quantum models, the same type of boundary conditions are commonly employed as for their classical counterparts.

A fluid dynamical formulation of the Schrödinger equation is known since the early years of quantum mechanics [25]. A simple derivation uses WKB wave functions \( \psi = \sqrt{n} \exp(iS/\varepsilon) \) for the electron density \( n(x, t) \) and the phase \( S(x, t) \), where \( \varepsilon \) is the scaled Planck constant. Separating the real and the imaginary part of the single-state Schrödinger equation gives Euler-type equations for \( n \) and \( u = \nabla S \), called the quantum hydrodynamic (QHD) model. These include the so-called Bohm potential \( \Delta \sqrt{n}/\sqrt{n} \) as a quantum correction [16, 19]. In the semi-classical limit \( \varepsilon \to 0 \), the classical pressure-less Euler equations are recovered.

In order to incorporate many-particle effects, we are aware of two approaches. The first approach starts from the mixed-state Schrödinger-Poisson system [16, 19]. Defining the particle and current densities as the superpositions of all single-state densities, quantum equations for the macroscopic variables (particle density, current density, and energy density) are derived. The system of equations is closed by expressing the heat flux heuristically in terms of the macroscopic variables.
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The second approach starts from the (collisional) Wigner equation in the position-momentum space,

\[ \partial_t f + p \cdot \nabla_x f + \theta[V] f = Q(f), \quad t > 0, \quad f(x, p, 0) = f_I(x, p), \quad (x, p) \in \mathbb{R}^{2d}, \quad (1.1) \]

where \((x, p)\) are the position-momentum variables, \(t > 0\) is the time, and \(\theta[V]\) is a pseudo-differential operator defined by

\[ \theta[V] w(x, p, t) = \frac{i}{(2\pi)^{d/2}} \int_{\mathbb{R}^{2d}} \frac{1}{\varepsilon} \left[ V\left(x + \frac{\varepsilon}{2}\eta, t\right) - V\left(x - \frac{\varepsilon}{2}\eta, t\right) \right] w(x, p', t) e^{i\eta \cdot (p - p')} d\eta dp'. \]

The electric potential \(V = V(x, t)\) is self-consistently coupled to the Wigner function \(f(x, p, t)\) via Poisson’s equation

\[ \lambda^2 \Delta V = \int_{\mathbb{R}^d} f dp - C, \quad (1.2) \]

where \(\lambda\) is the scaled Debye length and \(C = C(x)\) the doping concentration characterizing the semiconductor device. Notice that the collision-less Wigner equation is formally equivalent to the Heisenberg equation for the density matrix.

The above approach allows for an abstract formulation of the collision operator. In fact, we only assume that its kernel consists of the quantum thermal equilibrium distribution (defined in section 2) and that the operator preserves certain moments.

The macroscopic variables are defined as the moments of the Wigner function over momentum space; more precisely, we consider the particle density \(n = \langle 1 \rangle\), the fluid dynamical momentum density \(nu = \langle p \rangle\), and the energy density \(e = \langle \frac{1}{2}|p|^2 \rangle\), where we have used the notation \(\langle g(p) \rangle = \int f(\cdot, p) g(p) dp\) for functions \(g(p)\). In order to obtain macroscopic equations as well, a moment method is applied to (1.1): we multiply the equation by 1, \(p\), and \(\frac{1}{2}|p|^2\) and integrate over the momentum space. This yields evolution equations for \(n\), \(nu\) and \(e\). However, the resulting system of moment equations needs to be closed.

As a closure condition, Gardner [11] employed a quantum-corrected thermal equilibrium distribution function in place of \(f\), in the moment equations. The use of this closure can be – formally – justified by a hydrodynamic scaling and passage to the limit of vanishing scaling parameter. Gardner bases his choice of the quantum equilibrium distribution on a result by Wigner [30]. His equilibrium function contains second derivatives of the electric potential. However, the total potential is discontinuous at heterojunctions. Arguing that the electric potential is close to \(\log n\) near equilibrium, he replaces \(V\) by \(\log n\), which is the origin of the Bohm potential.

Another approach, avoiding second derivatives of the potential, consists in deriving an approximate solution to the Bloch equation by an asymptotic expansion of the solution for “small” potentials. This leads to the so-called “smooth” QHD equations in which the potential \(V\) is replaced by a smoothed potential \(S[V]\), where \(S\) is a pseudo-differential operator [13]. The drawback of this approach is that the numerical solution of the “smooth” QHD model is a non-trivial task. Moreover, there is an ambiguity in the interpretation of the temperature (see the remark in section 6 of [27]).

Our approach to define a closure is based on Levermore’s entropy minimization principle. This method has been first employed in the context of classical gas dynamics [24] and has been recently extended to quantum fluids by Degond and Ringhofer.
The idea is to define the equilibrium distribution as the minimizer \( M_f \) of the quantum entropy subject to the constraints of given moments. (Here, we adopted the mathematical sign convention of decreasing entropy.) The minimizer is called the quantum Maxwellian since there are some similarities to the classical Maxwellian of gas dynamics (see section 2). The quantum Maxwellian \( M_f \), as the solution of a constrained minimization problem, depends on Lagrange multipliers which can be interpreted in the \( O(\varepsilon^2) \) approximation as the logarithm of the particle density, the fluid velocity, and the temperature, respectively. Expanding \( M_f \) in powers of \( \varepsilon^2 \) and assuming similarly as in [11] that spatial variations of the temperature \( T = T(x,t) \) are of the order \( O(\varepsilon^2) \), we derive the following QHD equations up to order \( O(\varepsilon^4) \),

\[
\begin{align*}
\partial_t n + \text{div}(nu) &= 0, \\
\partial_t (nu) + \text{div}(nu \otimes u) + \text{div}P - n \nabla V &= 0, \\
\partial_t e + \text{div}((P + eI)u) + \text{div} S - \left(\frac{d}{2} + 1\right) \text{div} U - nu \cdot \nabla V &= 0,
\end{align*}
\]

where \( I \) is the unit matrix in \( \mathbb{R}^d \), the energy density equals

\[
e = \frac{d}{2} nT + \frac{1}{2} |u|^2 - \frac{\varepsilon^2}{24} n \left( \Delta \log n - \frac{1}{T} \text{tr}(R^\top R) \right),
\]

with the trace “tr” of a matrix, the quantities \( P \) (stress tensor), \( S \), and \( U \) are given by

\[
\begin{align*}
P &= nTI - \frac{\varepsilon^2}{12} n \left( \nabla \otimes \nabla \log n \right) - \frac{1}{T} R^\top R, \\
S &= -\frac{\varepsilon^2}{12} n \left( \left( \frac{d}{2} + 1 \right) R \nabla \log n + \left( \frac{d}{2} + 2 \right) \text{div} R + \frac{3}{2} \Delta u \right), \\
U &= -\frac{\varepsilon^2}{12} n (R \nabla \log n + \text{div} R),
\end{align*}
\]

and the voricity matrix \( R = (R_{ij}) \) is the antisymmetric part of the velocity derivative,

\[
R_{ij} = \partial_{x_j} u_i - \partial_{x_i} u_j.
\]

A more general model, allowing arbitrarily large spatial deviations of the temperature, is derived in section 3.

The quantum correction \( (\varepsilon^2/12)n(\nabla \otimes \nabla)\log n \) to the stress tensor in the QHD equations has been first stated in the semiconductor context by Ancona, Iafrate, and Tiersten in [1, 2]. Since

\[
\frac{\varepsilon^2}{12} \text{div}(n(\nabla \otimes \nabla)\log n) = \frac{\varepsilon^2}{6} n\nabla \left( \frac{\Delta \sqrt{n}}{\sqrt{n}} \right),
\]

the quantum correction can be interpreted as a force including the Bohm potential \( \Delta \sqrt{n}/\sqrt{n} \) [10]. The hydrodynamic formulation of quantum mechanics is employed in solid-state physics since many years; see, for instance, [17] and the references in the review [21].

For \( \varepsilon = 0 \) in (1.3)-(1.5), we recover the classical hydrodynamic equations. For \( \varepsilon > 0 \) and constant temperature, we obtain the same equations as derived in [20] where also the quantum entropy minimization method has been used. Our model
differs from Gardner’s QHD equations (formulas (1)-(3) in [11]) by the vorticity term \( R \) and the dispersive velocity term in the energy equation (1.5),

\[
\text{div} q_S = \frac{\varepsilon^2}{8} \text{div}(n\Delta u).
\]  

(1.7)

The origin of this difference lies in the different choices of the quantum Maxwellian. We refer to section 3.5 for a detailed discussion.

The term \( q_S \) in (1.7) can be interpreted as a dispersive “heat flux” (see formula (36) in [12]). It has been derived in [12] from a mixed-state Wigner model by writing the velocity of a single state as the sum of the macroscopic fluid velocity and a random velocity. The term (1.7) – but not the vorticity \( R \) – appears also in the QHD equations of [15] involving a “smoothed” potential, derived from the Wigner-Boltzmann equation by a Chapman-Enskog expansion.

An interesting feature of the dispersive term (1.7) is that it stabilizes the QHD system numerically. This statement needs some explanation. It is known that the numerical approximation of Gardner’s QHD model (see (6.5)-(6.7)) is quite delicate. The usual approach is to employ a hyperbolic solver, for instance an upwind method [11] or a shock-capturing discontinuous Galerkin method [5], originally devised for the classical hydrodynamic equations. It has been argued in [23] that a hyperbolic solver may be inadequate for the QHD equations since the numerical viscosity might destroy the dispersive quantum effects. Therefore, a central finite-difference scheme provides an alternative (but still simple) numerical approach. In fact, a central finite-difference approach for Gardner’s QHD equations fails and a stabilization in form of numerical viscosity seems to be necessary. The dispersive term (1.7) allows us to solve the new QHD equations by using a central scheme, thus avoiding numerical viscosity.

In section 6 we present numerical simulations of a simple one-dimensional resonant tunneling diode. The current-voltage characteristics show multiple regions of negative differential resistance. The dispersive term (1.7) has the effect of “smoothing” the current-voltage curve, i.e., it decreases the peak-to-valley ratio, the quotient of the peak to the valley current.

Another QHD model with physical viscosity has been derived in [18] using a Fokker-Planck collision operator. This operator describes the interaction of the electrons with a heat bath modeling the phonons of the semiconductor lattice. In numerical simulations of a resonant tunneling diode, it turns out that the shape of the current-voltage characteristic is unphysical if the temperature is kept constant [23], and that the diffusion effects are too strong compared to the quantum dispersion [22].

We also examine the existence of conserved quantities of the new QHD equations. Clearly, the mass is conserved. We prove that also the energy \( E = \int (e + \lambda^2 |\nabla V|^2 / 2) dx \) is conserved. This provides gradient estimates for the particle density, velocity, and temperature, which is useful in the mathematical analysis of the equations.

We summarize the advantages of our approach:

- Starting from the Wigner-BGK equation, no ad-hoc assumptions are needed in order to derive the QHD equations.
- An energy for the new model can be defined, leading to useful mathematical estimates.
- The dispersive velocity term seems to stabilize the (numerical) solution of the system.
- The new model provides physically reasonable current-voltage characteristics.

The paper is organized as follows. In section 2 we specify our definition of the quantum Maxwellian which is used as the closure in the moment method developed in
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3. Section 4 is devoted to simplified QHD models and the system (1.3)-(1.5) is derived. In section 5, we prove that the energy of the system is conserved. Finally, in section 6, the new QHD model (1.3)-(1.5) is numerically discretized and solved in one space dimension, and simulations of a resonant tunneling diode are presented.

2. Definition of the quantum Maxwellian. In order to define the quantum Maxwellian, we first recall the Wigner transform. Let $A_{\rho}$ be an operator on $L^2(\mathbb{R}^d)$ with integral kernel $\rho(x, x')$, i.e.

$$(A_{\rho}\phi)(x) = \int_{\mathbb{R}^d} \rho(x, x')\phi(x')dx' \quad \text{for all } \phi \in L^2(\mathbb{R}^d).$$

The Wigner transform is defined by

$$W(\rho)(x, p) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \rho\left(x + \frac{\varepsilon}{2} \eta, x - \frac{\varepsilon}{2} \eta\right)e^{i\eta \cdot p}d\eta.$$ 

Its inverse $W^{-1}$, also called Weyl quantization, is defined as an operator on $L^2(\mathbb{R}^d)$:

$$(W^{-1}(f)\phi)(x, p) = \int_{\mathbb{R}^d} f\left(\frac{x + y}{2}\right)\phi(y)e^{ip \cdot (x-y)/\varepsilon} dpdy \quad \text{for all } \phi \in L^2(\mathbb{R}^d).$$

With these definitions we are able to introduce the quantum exponential and the quantum logarithm formally by

$$\text{Exp} f = W(\exp W^{-1}(f)), \quad \text{Log} f = W(\log W^{-1}(f)),$$

where $\exp$ and $\log$ are the operator exponential and logarithm, respectively. In [7] it has been (formally) shown that the quantum exponential and quantum logarithm are equal to the usual exponential and logarithm, respectively, up to order $O(\varepsilon^2)$,

$$\text{Exp} f = \exp f + O(\varepsilon^2), \quad \text{Log} f = \log f + O(\varepsilon^2). \quad (2.1)$$

The essential ingredient in the definition of the quantum Maxwellian is the relative quantum entropy. Let a quantum mechanical state be described by the Wigner function $f$ solving the Wigner equation (1.1). Then its relative quantum (von Neumann) entropy is given by

$$H(f) = \int_{\mathbb{R}^{2d}} f(x, p)\left((\log f)(x, p) - 1 + \frac{|p|^2}{2} - V(x)\right)dx dp.$$ 

Whereas the classical entropy is a function on the configuration space, the above quantum entropy is a real number, underlining the non-local nature of quantum mechanics.

We define the quantum thermal equilibrium or quantum Maxwellian $M_f$ for some given function $f(x, p)$ as the solution of the constrained minimization problem

$$H(M_f) = \min \left\{ H(\bar{f}) : \int_{\mathbb{R}^d} \bar{f}(x, p, t) \left( \begin{array}{c} 1 \\ p \\ \frac{p^2}{2} / 2 \end{array} \right) dp = \left( \begin{array}{c} n(x, t) \\ u n(x, t) \\ e(x, t) \end{array} \right), \ x \in \mathbb{R}^d, \ t > 0 \right\}, \quad (2.2)$$
where
\[
\begin{align*}
n(x,t) &= \langle 1 \rangle(x,t) = \int_{\mathbb{R}^d} f(x,p,t) \, dp, \\
nu(x,t) &= \langle p \rangle(x,t) = \int_{\mathbb{R}^d} f(x,p,t) \, p \, dp, \\
e(x,t) &= \frac{1}{2} \langle |p|^2 \rangle(x,t) = \frac{1}{2} \int_{\mathbb{R}^d} f(x,p,t) |p|^2 \, dp.
\end{align*}
\]

In [8] it is shown that the solution \( f^* \) of the constrained minimization problem (if it exists) is given by
\[
M_f(x,p,t) = \exp \left( A(x,t) - \frac{|p - w(x,t)|^2}{2T(x,t)} \right). \tag{2.3}
\]

The Lagrange multipliers \( A, w, \) and \( T \) are uniquely determined by the moments of \( f \). They can be interpreted (up to order \( O(\varepsilon^2) \)) as the logarithm of the particle density, the velocity, and the temperature, respectively (see Lemma 3.4).

3. Derivation of the general QHD model. The derivation of the new QHD equations is done in several steps. First, we derive the moment equations. Then the quantum exponential is expanded in powers of \( \varepsilon^2 \) up to order \( O(\varepsilon^4) \). The third step is to expand the moments accordingly. Finally, the expansions are substituted into the moment equations.

3.1. Moment equations. We consider the Wigner-Boltzmann equation (1.1) in the hydrodynamic scaling, i.e., we introduce the scaling
\[
x' = \delta x, \quad t' = \delta t,
\]
for some parameter \( \delta > 0 \) which is assumed to be small compared to one. Then (1.1) becomes for \( f = f_\delta \) (omitting the primes)
\[
\partial_t f_\delta + p \cdot \nabla_x f_\delta + \theta [V] f_\delta = \delta^{-1} Q(f_\delta), \quad (x,p) \in \mathbb{R}^{2d}, \ t > 0, \tag{3.1}
\]
with initial condition \( f_\delta(x,p,0) = f_I(x,p) \). We assume that the collision operator has the following properties: Its kernel consists exactly of (multiples of) \( M_f \) and
\[
\begin{align*}
\int_{\mathbb{R}^4} Q(f) \, dp &= 0, \\
\int_{\mathbb{R}^d} Q(f) \, p \, dp &= 0, \\
\int_{\mathbb{R}^d} Q(f) \frac{1}{2} |p|^2 \, dp &= 0 \quad \text{for all } f(x,p). \tag{3.2}
\end{align*}
\]
An example satisfying these conditions is the relaxation-time or “BGK” operator \( Q(f) = M_f - f \) (with scaled relaxation time \( \tau = 1 \) [4]. It is possible to relax the conditions (3.2) by assuming that the above integrals can be expressed in terms of \( n, nu, \) and \( e \). For instance, in [15] it is assumed that the first moments of the collision operator yield the relaxation-time terms
\[
\begin{align*}
\int_{\mathbb{R}^d} Q(f) \, dp &= 0, \\
\int_{\mathbb{R}^d} Q(f) \, p \, dp &= -\frac{nu}{\tau_p}, \\
\int_{\mathbb{R}^d} Q(f) \frac{1}{2} |p|^2 \, dp &= -\frac{1}{\tau_w} \left( e - \frac{3}{2} n T_0 \right),
\end{align*}
\]
where \( \tau_p \) and \( \tau_w \) are the momentum and energy relaxation times, respectively, and \( T_0 \) is the lattice temperature.

The formal limit \( \delta \to 0 \) in (3.1) yields \( Q(f) = 0 \), where \( f = \lim_{\delta \to 0} f_\delta \), which implies that the limit \( f \) is equal to \( M_f \).
The moment equations are obtained from (3.1) by multiplication by $1$, $p$, and $\frac{1}{2}|p|^2$, respectively, and integration over the momentum space. Since
\[
\int_{\mathbb{R}^d} \theta[V] f dp = 0, \quad \int_{\mathbb{R}^d} \theta[V] p f dp = -n \nabla V, \quad \int_{\mathbb{R}^d} \theta[V] \frac{1}{2}|p|^2 dp = -n u \cdot \nabla V
\]
(see, e.g., [7]), we obtain
\[
\begin{align*}
\partial_t n + \text{div}(nu) &= 0, \\
\partial_t (nu) + \text{div}(p \otimes p) - n \nabla V &= 0, \\
\partial_t e + \text{div} \left( \frac{1}{2} |p|^2 p \right) - nu \cdot \nabla V &= 0,
\end{align*}
\]
where $(p \otimes p)_{ij} = p_i p_j$ for $i, j = 1, \ldots, d$. Recall that the brackets denote integration against the Wigner function $f = M_f$, i.e. in multi-index notation,
\[
\langle p^\alpha \rangle(x, t) = \int_{\mathbb{R}^d} M_f(x, p, t) p^\alpha dp,
\]
for multi-indices $\alpha \in \mathbb{N}^d$. To close the system, we need to express the integrals $\langle p \otimes p \rangle$ and $\langle \frac{1}{2} |p|^2 p \rangle$ in terms of the moments $n$, $nu$, and $e$. This constitutes the main step of the derivation.

The following computations are simplified by working with the new variable $s = T^{-1/2}(p - w)$, where $w$ is the Lagrange multiplier introduced in (2.3). In terms of $s$, the quantum Maxwellian reads as
\[
M_f(x, p(s)) = \text{Exp} \left( A(x) - \frac{1}{2} |s|^2 \right) =: g(x, s).
\]
From now on, we omit the dependence of the time $t$ since it acts only as a parameter. The substitution $p \mapsto s$ yields
\[
\langle s^\alpha \rangle(x) = T^{d/2} \int_{\mathbb{R}^d} g(x, s) s^\alpha ds.
\]
In the following lemma we express the moments $\langle p^\alpha \rangle$ in terms of moments in $s$. This allows for a more canonical form of the QHD equations.

**Lemma 3.1.** The system (3.3)-(3.5) has the formal expansion
\[
\begin{align*}
\partial_t n + \text{div}(nu) &= 0, \\
\partial_t (nu) + \text{div}(nu \otimes u) + \text{div} P - n \nabla V &= O(\varepsilon^4), \\
\partial_t e + \text{div} ((P + eI)u) + \text{div} S - \left( \frac{d}{2} + 1 \right) \text{div} U - nu \cdot \nabla V &= O(\varepsilon^4),
\end{align*}
\]
where $I$ is the identity matrix, $u = (nu)/n$, and
\[
P = T(s \otimes s), \quad S = \frac{1}{2} T^{3/2} |s|^2 s, \quad U = T^{3/2} s.
\]

**Proof.** Using the expansion (2.1), elementary integrations yield for $i, j = 1, \ldots, d$,
\[
\begin{align*}
\langle 1 \rangle &= T^{d/2} e^A \int_{\mathbb{R}^d} e^{-|s|^2/2} ds + O(\varepsilon^2) = (2\pi T)^{d/2} e^A + O(\varepsilon^2), \\
\langle s_i \rangle &= T^{d/2} e^A \int_{\mathbb{R}^d} e^{-|s|^2/2} s_i ds + O(\varepsilon^2) = O(\varepsilon^2), \\
\langle s_is_j \rangle &= T^{d/2} e^A \int_{\mathbb{R}^d} e^{-|s|^2/2} s_is_j ds + O(\varepsilon^2) = n \delta_{ij} + O(\varepsilon^2).
\end{align*}
\]
The relations \( n = 1 \), \( \langle w \rangle = w\langle 1 \rangle = nw \), and \( nu = \langle p \rangle = \langle T^{1/2}s + w \rangle = T^{1/2}\langle s \rangle + nw \) give for the second moments

\[
\langle p \otimes p \rangle = T\langle s \otimes s \rangle + \big\langle (T^{1/2}s + w) \otimes (T^{1/2}s + w) - (T^{1/2}s) \otimes (T^{1/2}s) \big\rangle \\
= P + T^{1/2}\langle s \rangle \otimes w + T^{1/2}w \otimes \langle s \rangle + w \otimes w\langle 1 \rangle \\
= P + \frac{1}{n}(T^{1/2}s + w) \otimes (T^{1/2}s + w) - \frac{T}{n}\langle s \rangle \otimes \langle s \rangle \\
= P + nu \otimes u + O(\varepsilon^4),
\]

where in the last equality we have employed (3.11). In a similar way, we compute the third moment:

\[
\frac{1}{2}\langle |p|^2p \rangle = \frac{1}{2}T^{1/2}\langle |T^{1/2}s + w|^2s \rangle + \frac{1}{2}w\langle |p|^2 \rangle \\
= \frac{1}{2}T^{3/2}\langle |s|^2s \rangle + T\langle s \otimes s \rangle w + \frac{1}{2}T^{1/2}|w|^2\langle s \rangle + ew \\
= S + (P + eI)w + \frac{1}{2}T^{1/2}|w|^2\langle s \rangle.
\]

By (3.10) and (3.11), the energy density can be expanded as

\[
e = \frac{1}{2}\langle |p|^2 \rangle = \frac{T}{2}\langle |s|^2 \rangle + T^{1/2}w \cdot \langle s \rangle + \frac{1}{2}|w|^2\langle 1 \rangle = \frac{d}{2}nT + \frac{1}{2}n|w|^2 + O(\varepsilon^2).
\]

Thus, since \( w = u - T^{1/2}\langle s \rangle/n \) and \( P = \frac{d}{2}nT + O(\varepsilon^2) \), we obtain

\[
\frac{1}{2}\langle |p|^2p \rangle = S + (P + eI)u - \frac{T^{1/2}}{n}\left(P + eI - \frac{1}{2}n|w|^2I\right)\langle s \rangle \\
= S + (P + eI)u - \frac{T^{3/2}}{n}\left(\frac{d}{2} + 1\right)nI + O(\varepsilon^2)\langle s \rangle \\
= S + (P + eI)u - \left(\frac{d}{2} + 1\right)U + O(\varepsilon^4).
\]

This proves the formal equivalence of (3.3)-(3.5) and (3.6)-(3.8). \( \square \)

### 3.2. Expansion of the quantum exponential

We wish to give asymptotic expansions of \( P \), \( S \), and \( U \) up to order \( O(\varepsilon^4) \). For this, we first need to expand the quantum Maxwellian. This is done by means of the following lemma, which is adopted from [8].

**Lemma 3.2.** Let \( f(x, p) \) be a smooth symbol. Then the quantum exponential \( \text{Exp} \, f \) can be expanded as follows:

\[
\text{Exp} \, f = e^f - \frac{\varepsilon^2}{8}e^f \mathcal{Q} + O(\varepsilon^4),
\]

where, using Einstein’s summation convention,

\[
\mathcal{Q} = \partial^2_{x,x}f \partial^2_{p,p}f - \partial^2_{x,p}f \partial^2_{p,x}f + \frac{1}{3}\partial^2_{x,x}f \partial_{p}f \partial_{p}f - \frac{2}{3}\partial^2_{x,p}f \partial_{p}f \partial_{x}f + \frac{1}{3}\partial^2_{p,p}f \partial_{x}f \partial_{x}f.
\]  

(3.13)
In the situation at hand, the symbol is \( f(x,p) = A(x) - |p - w(x)|^2 / 2T(x) \). Then we obtain the following result.

Lemma 3.3. The quantum correction (3.13) can be written for \( f(x,p) = A(x) - |p - w(x)|^2 / 2T(x) \) as follows:

\[
Q(s) = T^{-1} \left( X^0 + X_1^1 s_i + X_2^2 s_i s_j + X_3^3 s_i s_j s_k + Y^0 |s|^2 + Y_1^1 |s|^2 s_i + Y_2^2 |s|^2 s_i s_j + Z^0 |s|^4 \right),
\]

where the coefficients \( X, Y, \) and \( Z \) are defined by

\[
X_0 = -\Delta A - \frac{1}{3} |\nabla A|^2 + \frac{1}{2T} \text{tr} (\tilde{R}^\top \tilde{R}),
\]

\[
X_1^i = \frac{2}{T^{1/2}} \partial_x^m \left( \frac{1}{3} A - \log T \right) \tilde{R}_{mi} - \frac{1}{\sqrt{T}} \Delta w_i,
\]

\[
X_2^2 = \frac{1}{3} \partial_{x,x}^2 A + \frac{2}{3} \partial_{x}(\log T) \partial_{x} A - \partial_{x}(\log T) \partial_{x}(\log T) - \frac{1}{3T} (\tilde{R}^\top \tilde{R})_{ij},
\]

\[
X_3^3 = \frac{1}{3T^{1/2}} \partial_{x,x}^2 w_k,
\]

\[
Y^0 = \nabla \left( \frac{1}{3} \log T - \frac{1}{3} A \right) \cdot \nabla (\log T) - \frac{1}{2} \Delta (\log T),
\]

\[
Y_1^1 = \frac{1}{3T^{1/2}} \partial_x (\log T) \tilde{R}_{mi},
\]

\[
Y_2^2 = \frac{1}{6} \left( \partial_{x,x}(\log T) + \partial_{x}(\log T) \partial_{x}(\log T) \right),
\]

\[
Z^0 = -\frac{1}{12} |\nabla (\log T)|^2,
\]

and \( \tilde{R}_{ij} = \partial_{x_i} w_i - \partial_{x_j} w_j \). The symbol “tr” denotes the trace of a matrix.

Proof. The proof consists in computing the relevant derivatives of \( f \) with respect to \( x_i \) and \( p_j \), namely

\[
\partial_{x_i} f = \partial_{x_i} A + T^{-1} \partial_{x_i} w_k (p - w)_k + \frac{1}{2} T^{-2} \partial_{x_i} T |p - w|^2
\]

\[
= \partial_{x_i} A + T^{-1/2} \partial_{x_i} w_k s_k + \frac{1}{2} T^{-1} \partial_{x_i} T |s|^2,
\]

\[
\partial_{x_i,x_j}^2 f = \partial_{x_i,x_j}^2 A - T^{-1} \partial_{x_i} w_k \partial_{x_j} w_k - T^{-2} \partial_{x_i} T \partial_{x_j} w_k (p - w)_k + T^{-1} \partial_{x_i,x_j}^2 w_k (p - w)_k
\]

\[
- T^{-2} \partial_{x_i} T \partial_{x_j} w_k (p - w)_k - T^{-3} \partial_{x_i} T \partial_{x_j} T |p - w|^2 + \frac{1}{2} T^{-2} \partial_{x_i,x_j}^2 T |p - w|^2
\]

\[
= \partial_{x_i,x_j}^2 A - T^{-1} \partial_{x_i} w_k \partial_{x_j} w_k - T^{-3/2} \partial_{x_i} T \partial_{x_j} w_k s_k + T^{-1} \partial_{x_i,x_j}^2 w_k s_k
\]

\[
- T^{-3/2} \partial_{x_i} T \partial_{x_j} w_k s_k - T^{-2} \partial_{x_i} T \partial_{x_j} T |s|^2 + \frac{1}{2} T^{-1} \partial_{x_i,x_j}^2 T |s|^2,
\]

\[
\partial_{p_i} f = -T^{-1} (p - w)_i = -T^{-1/2} s_i,
\]

\[
\partial_{p_i,x_j}^2 f = -T^{-1} \partial_{x_j} w_i + T^{-2} \partial_{x_j} T (p - w)_i = -T^{-1} \partial_{x_j} w_i + T^{-3/2} \partial_{x_j} T s_i,
\]

\[
\partial_{p_i,p_j}^2 f = -T^{-1} \delta_{ij},
\]

and the products appearing in the sum (3.13), which are

\[
\partial_{x_i,x_j}^2 f \partial_{p_i,p_j}^2 F = \left( -T^{-1} \Delta A - T^{-3/2} \Delta w_k + T^{-2} \|\nabla w\|^2 + 2T^{-5/2} \nabla T \cdot \nabla w_k \right) s_k
\]

\[
+ \left( \frac{1}{2} T^{-2} \Delta T - T^{-3} \|\nabla T\|^2 \right) |s|^2,
\]
\[ \frac{\partial^2}{\partial x^2} f \frac{\partial^2}{\partial p^2} f = T^{-2} \partial_x w_j \partial_x w_i + 2T^{-5/2} \partial_x T \partial_x w_j s_i + T^{-3} \partial_x T \partial_x T s_i s_j, \]
\[ \frac{\partial^2}{\partial x^2} f \frac{\partial}{\partial p} f \frac{\partial}{\partial p} f = \left( T^{-1} \frac{\partial^2}{\partial x^2} A - T^{-2} \partial_x w_i \partial_x w_k \right) s_i s_j + \left( T^{-3/2} \frac{\partial^2}{\partial x^2} w_k - 2T^{-5/2} \partial_x T \partial_x w_k \right) s_i s_j s_k + \left( \frac{1}{2} T^{-2} \partial_x x \cdot T - T^{-3} \partial_x T \partial_x T \right) |s|^2 s_i s_j, \]
\[ \frac{\partial^2}{\partial x^2} f \frac{\partial}{\partial x} f \frac{\partial}{\partial x} f = -T^{-3/2} \partial_x A \partial_x w_t s_i - T^{-2} \partial_x T \partial_x A s_i s_j - T^{-2} \partial_x w_j \partial_x w_k s_i s_k - T^{-5/2} \partial_x T \partial_x w_k s_i s_j s_k - \frac{1}{2} T^{-5/2} \partial_x w_j \partial_x w_k s_i s_j s_k - \frac{1}{2} T^{-3} \partial_x T \partial_x T |s|^2 s_i s_j, \]
\[ \frac{\partial^2}{\partial p^2} f \frac{\partial}{\partial x} f \frac{\partial}{\partial x} f = -T^{-1} |\nabla A|^2 - 2T^{-3/2} \nabla A \cdot \nabla w_k s_k - T^{-2} \nabla A \cdot \nabla T |s|^2 \]
\[ - T^{-2} \nabla w_k \cdot \nabla w_t s_k s_t - T^{-5/2} \nabla T \cdot \nabla w_k |s|^2 s_k - \frac{1}{4} T^{-3} |\nabla T|^2 |s|^4. \]

Inserting these expressions into (3.13) and simplifying, we arrive at (3.14). □

3.3. Expansion of the moments. The aim of this subsection is to specify the integrals \( \langle s^\alpha \rangle \) in order to expand the moments \( n, n u, \) and \( e. \) By Lemma 3.2, we obtain

\[ \langle s^\alpha \rangle = T^{d/2} \int_{\mathbb{R}^d} g(x, s) s^\alpha ds = T^{d/2} \int_{\mathbb{R}^d} e^{A - |s|^2/2} \left( 1 - \frac{\varepsilon^2}{8} Q(s) \right) s^\alpha ds + O(\varepsilon^4) \]
\[ = (2\pi T)^{d/2} e^{A} \left( \langle s^\alpha \rangle - \frac{\varepsilon^2}{8} [Q(s)] s^\alpha \right) + O(\varepsilon^4), \]

where \( [g] \) denotes the integral of a function \( g = g(s) \) against the classical Gaussian kernel,

\[ [g] = (2\pi)^{-d/2} \int_{\mathbb{R}^d} e^{-|s|^2/2} g(s) ds. \]

Notice that from the expansion

\[ n = \langle 1 \rangle = (2\pi T)^{d/2} e^{A} \left( 1 - \frac{\varepsilon^2}{8} [Q(s)] \right) + O(\varepsilon^4) \]

(3.15)

it follows that

\[ \langle s^\alpha \rangle = n \left( \langle s^\alpha \rangle + \frac{\varepsilon^2}{8} \left( [Q(s)] \langle s^\alpha \rangle - [Q(s)] s^\alpha \right) \right) + O(\varepsilon^4). \]

(3.16)

Thus it remains to calculate the integrals \([Q(s)] s^\alpha\].

Integrals of type \([s^\alpha]\) can be computed explicitly. Using

\[ \int_{\mathbb{R}} t^m e^{-t^2/2} dt = \sqrt{2\pi} \begin{cases} 
0 & \text{if } m \text{ is odd} \\
1 & \text{if } m = 0 \text{ or } m = 2 \\
3 & \text{if } m = 4 \\
15 & \text{if } m = 6,
\end{cases} \]
it becomes a matter of combinatorics to conclude for $i, j, m, n = 1, \ldots, d$,

\[
[s_i s_j] = \delta_{ij}, \quad ||s||^2 = d, \quad [s_i s_j s_m s_n] = \delta_{ij} \delta_{mn} + \delta_{im} \delta_{jn} + \delta_{in} \delta_{jm}, \quad [s_i s_j | s|^2] = (d + 2) \delta_{ij}, \quad ||s||^4 = d(d + 2), \quad [s_i s_j s_m s_n | s|^2] = (d + 4)(\delta_{ij} \delta_{mn} + \delta_{im} \delta_{jn} + \delta_{in} \delta_{jm}), \quad [s_m s_n | s|^4] = (d + 2)(d + 4) \delta_{mn}.
\]

Then the expansion of $Q(s)$, given in (3.14), yields the following formulas:

\[
[Q(s)] = X^0 + \sum_{\ell} X_{\ell\ell}^2 + dY^0 + (d + 2) \sum_{\ell} Y_{\ell\ell}^2 + d(d + 2)Z^0, \quad (3.17)
\]

\[
[Q(s)_s m] = X_m^1 + \sum_{\ell} (X_{m\ell\ell}^3 + X_{\ell m\ell}^3 + X_{\ell m m}^3) + (d + 2)Y_m^1, \quad (3.18)
\]

\[
[Q(s)_s^2 m] = [Q(s)] + 2X_{mn}^2 + 2Y^0 + 2 \sum_{\ell} Y_{\ell\ell}^2 + 2(d + 4)Y_{mn}^2 + 4(d + 2)Z^0, \quad (3.19)
\]

\[
[Q(s)_s m] = (X_{mn}^2 + X_{nm}^2) + (d + 4)(Y_{mn}^2 + Y_{nm}^2), \quad (3.20)
\]

\[
[Q(s)|^2 s m] = (d + 2)X_m^3 + (d + 4) \sum_{\ell} (X_{m\ell\ell}^3 + X_{\ell m\ell}^3 + X_{\ell m m}^3) + (d + 2)(d + 4)Y_m^1. \quad (3.21)
\]

**Lemma 3.4.** The moments $n, nu, and \epsilon$ can be expressed in terms of the Lagrange multipliers $A, w, and T$ asymptotically as follows:

\[
n = (2\pi T)^{d/2} e^A - \frac{\varepsilon^2}{24T}(2\pi T)^{d/2} e^A \left\{ - 2\Delta A - |\nabla A|^2 + (d - 2)|\nabla \log T| \cdot \nabla A \right\} + O(\varepsilon^4), \quad (3.22)
\]

\[
nu = nw + T^{-1}U, \quad (3.23)
\]

\[
e = \frac{d}{2} nT + \frac{1}{2} n|u|^2 - \frac{\varepsilon^2}{24} n \left\{ \Delta \log n - \frac{1}{T} \text{tr} (\tilde{R}^\top \tilde{R}) + \frac{d}{2} |\nabla \log T|^2 \right\} - \Delta \log T - \nabla \log T \cdot \nabla \log n + O(\varepsilon^4). \quad (3.24)
\]

Notice that (3.22) and (3.23) imply the inverse relations

\[
A = \log n - \frac{d}{2} \log T - \frac{d}{2} \log(2\pi) + O(\varepsilon^2), \quad \frac{1}{2} \log(2\pi) + O(\varepsilon^2). \quad (3.25)
\]

In particular, the vorticity matrices $\tilde{R}$ and $R$, defined in (1.6), coincide up to order $O(\varepsilon^2)$ since $R_{ij} = \partial_i u_j - \partial_j u_i + O(\varepsilon^2) = R_{ij} + O(\varepsilon^2)$.

**Proof.** The formula for the particle density (3.22) is obtained by first substituting the expressions for the coefficients $X, Y, and Z$ into (3.17). This yields $[Q(s)]$ in terms of $A, w, and T$. Inserting the result into (3.15) then gives (3.22).

In order to prove (3.23), we write, by the definition of $U$ (see (3.9)),

\[
nu = \langle T^{1/2} s + w \rangle = T^{1/2} \langle s \rangle + w \langle 1 \rangle = T^{-1} U + nw.
\]
Hence, \( u - w = U/nT = O(\varepsilon^2) \). The above equations also show that \( T^{1/2}w \cdot \langle s \rangle = nu \cdot w - n|w|^2 \). Hence, using (1) = \( n \),

\[
e = \frac{1}{2} \langle |T^{1/2}s + w|^2 \rangle = \frac{T}{2} \langle |s|^2 \rangle + \frac{1}{2} |w|^2
\]

In view of (3.25), we have \(|u - w|^2 = O(\varepsilon^4)\) from which we conclude

\[
e = \frac{T}{2} \langle |s|^2 \rangle + \frac{1}{2} n|u|^2 + O(\varepsilon^4).
\]

The bracket \( \langle |s|^2 \rangle \) can be computed from (3.16), employing \( [|s|^2] = d \),

\[
\langle |s|^2 \rangle = dn + \frac{\varepsilon^2}{8} n \sum_m \left( [Q(s)] - [Q(s)s_m^2] \right) + O(\varepsilon^4).
\]

Substitution of (3.17) and (3.19) into the above expression and elimination of \( A \) and \( w \) using (3.25), gives \( [|s|^2] \) in terms of \( n, nu, \) and \( T \). This finally leads to (3.24). \( \Box \)

**3.4. Expansion of the terms \( P, S, \) and \( U \).** The QHD equations (3.6)-(3.8) are determined by the following expansion of the auxiliary terms \( P, S, \) and \( U \), defined in (3.9), in terms of the macroscopic variables \( n, nu, \) and \( e \).

**Lemma 3.5.** The following expansion holds:

\[
P = nTI + \frac{\varepsilon^2}{12} n \left\{ \left( \frac{d}{2} + 1 \right) \nabla \log T \otimes \nabla \log T - \nabla \log T \otimes \nabla \log n 
\right.
\]

\[
- \nabla \log n \otimes \nabla \log T - (\nabla \otimes \nabla) \log(nT^2) + \frac{R^T R}{T^2} \right\}
\]

\[
+ \frac{\varepsilon^2}{12} T \text{div} \left( n \frac{\nabla \log T}{T} \right) I + O(\varepsilon^4),
\]

\[
S = -\frac{\varepsilon^2}{12} n \left\{ \left( \frac{d}{2} + 1 \right) R \nabla \log \left( \frac{n}{T} \right) + \left( \frac{d}{2} + 2 \right) \text{div} R + \frac{3}{2} \Delta u \right\} + O(\varepsilon^4),
\]

\[
U = -\frac{\varepsilon^2}{12} n \left\{ R \nabla \log \left( \frac{n}{T^2} \right) + \text{div} R \right\} + O(\varepsilon^4).
\]

**Proof.** We apply formula (3.16) to obtain for all \( m, n = 1, \ldots, d \),

\[
P_{mn} = n T \left( \delta_{mn} + \frac{\varepsilon^2}{8} \left( [Q(s)] - [Q(s)s_m s_n] \right) \right),
\]

\[
S_m = \frac{\varepsilon^2}{16} n T^{3/2} [Q(s)|s|^2 s_m],
\]

\[
U_m = -\frac{\varepsilon^2}{8} n T^{3/2} [Q(s)s_m].
\]

Then the components of \( P \) are computed by employing (3.17) and (3.20), substituting the definitions of the coefficients \( X, Y, \) and \( Z, \) and replacing \( A \) and \( w \) by \( n \) and \( nu \) according to (3.25). In a similar way, \( S \) and \( U \) are evaluated using (3.18) and (3.21). \( \Box \)
3.5. Discussion of the QHD equations. The differences between our QHD equations and Gardner’s model can be understood as follows. In both approaches, closure is obtained by assuming that the Wigner function $f$ is in thermal equilibrium. However, the notion of “thermal equilibrium” is different.

In order to illustrate the differences, we recall the classical situation. For a system with the Hamiltonian $h(x, p) = |p|^2/2 + V(x)$, the unconstrained thermal equilibrium distribution is given by the Gibbs measure $f_G(x, p) = \exp(-h(x, p)/T_0)$ which minimizes the relative entropy $S = \int f(\log f - 1 - h/T_0) dp$. Here, $T_0$ denotes a temperature constant. If mass, momentum, and energy densities are given, the constrained thermal equilibrium is realized by a suitable rescaling and a momentum-shift of the Gibbs state,

$$\tilde{f}_G(x, p) = n(x) \exp\left(-\frac{h(x, p - u(x))}{T(x)}\right).$$

(3.29)

The temperature $T(x)$, which is a Lagrange multiplier coming from the minimization procedure, is determined from the given energy density. The choice of $\tilde{f}_G$ as a thermal equilibrium function has its physical justification in the fact that it is the unique minimizer of the relative entropy $S$ with the prescribed moments.

Analogously, a quantum system, which is characterized by its energy operator $H = W^{-1}(h)$ (recall that $W^{-1}$ is the Weyl quantization), attains its minimum of the relative (von Neumann) entropy in the mixed state with Wigner function $f_Q(x, p) = \exp(-h/T_0)$. This state represents the unconstrained quantum thermal equilibrium. The expansion of $f_Q$ in terms of the scaled Planck constant $\varepsilon^2$ was first given in [30] for an appropriate function $f_2$. As a definition of the quantum equilibrium with moment constraints, Gardner employed this expansion of $f_Q$ and modified it as follows:

$$f_Q(x, p) = \exp(-h(x, p)/T_0)(1 + \varepsilon^2 f_2(x, p)) + O(\varepsilon^4)$$

for an appropriate function $f_2$. As a definition of the quantum equilibrium with moment constraints, Gardner employed this expansion of $f_Q$ and modified it as follows:

$$\tilde{f}_Q(x, p) = n(x) \exp\left(-\frac{h(x, p - u(x))}{T(x)}\right)(1 + \varepsilon^2 f_2(x, p - u(x))) + O(\varepsilon^4).$$

(3.30)

These modifications mimic the passage from the Gibbs state to (3.29) in the classical situation. The use of $\tilde{f}_Q$ as an equilibrium function results in simple formulas for the moment equations. However, the Wigner function (3.30) is an ad hoc ansatz. Moreover, in contrast to the classical case, $\tilde{f}_Q$ is not the constrained minimizer for the relative von Neumann entropy.

The equilibrium state $M_f$ used here is a genuine minimizer of the relative quantum entropy with respect to the given moments. In the spirit of the classical situation, these equilibria seem to be more natural. The price we have to pay is the appearance of various additional terms in the expansion of $M_f$.

If the temperature is assumed to be constant and if only the particle density is prescribed, both approaches to define a thermal equilibrium coincide. In order to see this, we write Gardner’s momentum-shifted quantum equilibrium more explicitly than in (3.30):

$$\tilde{f}_G(x, p, t) = e^{-V/T - |p|^2/2T} \left\{ 1 + \frac{\varepsilon^2}{8T^2} \left( -\Delta V + \frac{1}{3T} |\nabla V|^2 + \frac{1}{3T} p_i p_j \partial_{x_i} \partial_{x_j} V \right) \right\} + O(\varepsilon^4),$$

The equilibrium function obtained from the entropy minimization with given particle
density equals (see [20], Remark 3.3)
\[
\bar{f}(x,p,t) = \text{Exp}\left( A(x,t) - \frac{|p|^2}{2T} \right) = e^{A-|p|^2/2T} \left\{ 1 + \frac{\varepsilon^2}{8T} \left( \Delta A + \frac{1}{3} |\nabla A|^2 - \frac{1}{3T} \rho_i p_j \partial_{x_i} A \right) \right\} + O(\varepsilon^4).
\]
Both approximations are essentially derived in the same way. Using \( n = \int \bar{f}_Q dp = (2\pi T)^{d/2} e^{-V/T} + O(\varepsilon^2) \) and assuming constant (or “slowly varying”) temperature, Gardner has substituted \( \nabla V = -T \nabla \log n + O(\varepsilon^2) \) in the formula for \( \bar{f}_Q \) in order to avoid the second-order derivatives of the potential. This substitution in fact yields the approximation \( \bar{f} \) since, by (3.25), \( \nabla A = \nabla \log n + O(\varepsilon^2) \), and thus, both expansions \( \bar{f}_Q \) and \( \bar{f} \) coincide.

4. Simplified QHD models. The full QHD model is given by equations (3.6)-(3.8) with the constitutive relations (3.26)-(3.28). In this section we will discuss some simplified versions. The QHD equations read, up to order \( O(\varepsilon^4) \),
\[
\partial_t n + \text{div}(nu) = 0, \quad (4.1)
\partial_t (nu) + \text{div}(nu \otimes u) + \text{div} P - n \nabla V = 0, \quad (4.2)
\partial_t e + \text{div}((P + eI)u) + \text{div} S - \left( \frac{d}{2} + 1 \right) \text{div} U - nu \cdot \nabla V = 0, \quad (4.3)
\]
where \( e \) is the energy density given by (3.24), and \( P, S, \) and \( U \) are given by (3.26)-(3.28) (without the \( O(\varepsilon^4) \) terms).

First, we shall assume that the temperature is slowly varying in the sense of \( \nabla \log T = O(\varepsilon^2) \). Then the expressions \( \varepsilon^2 \nabla \log T \) in (3.26)-(3.28) are of order \( O(\varepsilon^4) \) and can therefore be neglected in our approximation:
\[
P = nTI - \frac{\varepsilon^2}{12} n(\nabla \otimes \nabla) \log n, \quad (4.4)
\quad S = -\frac{\varepsilon^2}{12} n \left\{ \left( \frac{d}{2} + 1 \right) R \nabla \log n + \left( \frac{d}{2} + 2 \right) \text{div} R + \frac{3}{2} \Delta u \right\}, \quad (4.5)
\quad U = -\frac{\varepsilon^2}{12} n \left\{ R \nabla \log n + \text{div} R \right\}, \quad (4.6)
\quad e = \frac{d}{2} nT + \frac{1}{2} n|u|^2 - \frac{\varepsilon^2}{24} n \left( \Delta \log n - \frac{1}{T} \text{tr} (R^\top R) \right), \quad (4.7)
\]
As in [11], the stress tensor \( P \) consists of the classical pressure \( nT \) on the diagonal and the “quantum pressure” \( (\varepsilon^2/12)n(\nabla \otimes \nabla) \log n \). The terms \( S \) and \( U \) provide additional quantum corrections not present in [11]. The energy density consists of the thermal energy, kinetic energy, and quantum energy. Again, due to the vorticity \( R \), the energy takes a different form than the expressions in \([11, 15]\).

Further simplifications can be obtained if the vorticity is “small”, i.e. \( R = O(\varepsilon^2) \). In one space dimension this term always vanishes. If \( R = O(\varepsilon^2) \) then \( \varepsilon^2 R \) is of order \( O(\varepsilon^4) \) and can be neglected. We obtain the QHD equations
\[
\partial_t n + \text{div}(nu) = 0, \quad (4.8)
\partial_t (nu) + \text{div}(nu \otimes u) + \nabla (nT) - \frac{\varepsilon^2}{12} \text{div}(n(\nabla \otimes \nabla) \log n) - n \nabla V = 0, \quad (4.9)
\partial_t e + \text{div}((P + eI)u) - \frac{\varepsilon^2}{8} \text{div}(n \Delta u) - nu \cdot \nabla V = 0, \quad (4.10)
\]

with the stress tensor and energy density, respectively,
\[ P = nTI - \frac{\varepsilon^2}{12} n(\nabla \otimes \nabla) \log n, \quad e = \frac{d}{2} nT + \frac{1}{2} n|u|^2 - \frac{\varepsilon^2}{24} n \Delta \log n. \]

This system of equations corresponds to Gardner’s QHD model except for the dispersive velocity term \( (\varepsilon^2/8) \text{div}(n\Delta u) \). We already mentioned in the introduction that this term has been also derived by Gardner and Ringhofer [15] by employing a Chapman-Enskog expansion of the Wigner-Boltzmann equation. They do not obtain vorticity terms since they assume that the quantum equilibrium distribution is an even function of the momentum \( p \). Roughly speaking, this gives (in our context) the quantum exponential \( \text{Exp} (A - |p|^2/2T) \) instead of \( \text{Exp} (A - |p - w|^2/2T) \). The Lagrange multiplier \( w \), however, is responsible for the presence of the vorticity term \( R \).

Interestingly, most quantum terms cancel out in the energy equation. In fact, by substituting the above expression for the energy density in (4.10), a computation yields
\[
\partial_t (nT) + \text{div} (nTu) + \frac{2}{d} nT \text{div} u - \frac{\varepsilon^2}{6d} \text{div}(n\Delta u) = 0.
\]

5. Conserved quantities. In this subsection we show that the mass and energy are conserved for the system (3.6)-(3.8) and (1.2) with the relations (3.26)-(3.28), neglecting the \( O(\varepsilon^4) \) terms.

**Lemma 5.1.** The mass \( N(t) = \int ndx \) and the energy
\[
E(t) = \int_{\mathbb{R}^d} \left( e + \frac{\lambda^2}{2} |\nabla V|^2 \right) dx,
\]
where \( e \) is defined in (3.24) (without the \( O(\varepsilon^4) \) term), are conserved, i.e., \( dN/dt(t) = 0 \) and \( dE(t)/dt = 0 \) for all \( t > 0 \). Furthermore, the energy can be written as
\[
E(t) = \int_{\mathbb{R}^d} \left( \frac{d}{2} nT + \frac{1}{2} n|u|^2 + \frac{\lambda^2}{2} |\nabla V|^2 + \frac{\varepsilon^2}{6} |\nabla \sqrt{n}|^2 + \frac{\varepsilon^2 d}{48} n|\nabla \log T|^2 + \frac{\varepsilon^2}{24T} n \text{tr}(R^\top R) \right) dx \geq 0.
\]

**Proof.** The conservation of \( N \) is clear. In order to prove that \( E \) is conserved, we differentiate \( E \) and employ the equations (4.3) and (1.2):
\[
\frac{dE}{dt} = \int_{\mathbb{R}^d} (\partial_t e + \lambda^2 \nabla V \cdot \nabla \partial_t V) dx = \int_{\mathbb{R}^d} (nu \cdot \nabla V - \lambda^2 \nabla \partial_t V) dx
\]
\[
= \int_{\mathbb{R}^d} (-\text{div}(nu)V - V \partial_t n) dx = 0,
\]
taking into account (4.1). Next we show the formulation (5.1). The integral of the energy density \( e \) can be written as
\[
E = \int_{\mathbb{R}^d} \left( \frac{d}{2} nT + \frac{1}{2} n|u|^2 + \frac{\varepsilon^2 d}{48} n|\nabla \log T|^2 + \frac{\varepsilon^2}{24T} n \text{tr}(R^\top R) \right) dx
\]
\[
+ \frac{\varepsilon^2}{24} \int_{\mathbb{R}^d} \left( -n \Delta \log n + n \Delta \log T + n \nabla \log T \cdot \nabla \log n \right) dx.
\]