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Abstract

In this article we give a detailed asymptotic analysis of the near critical self-similar blowup solutions to the Generalized Korteweg-de Vries equation (GKdV). We compare this analysis to some careful numerical calculations. It has been known that for a nonlinearity that has a power larger than the critical value $p = 5$, solitary waves of the GKdV can become unstable and become infinite in finite time, in other words they blow up. Numerical simulations presented in [1] indicate that if $p > 5$ the solitary waves travel to the right with an increasing speed, and simultaneously, form a similarity structure as they approach the blow-up time. This structure breaks down at $p = 5$.

Based on these observations, we rescale the GKdV equation to give an equation that will be analysed by using asymptotic methods as $p \rightarrow 5^+$. By doing this we resolve the complete structure of these self-similar blow-up solutions and study the singular nature of the solutions in the critical limit. In both the numerics and the asymptotics, we find that the solution has sech-like behaviour near the peak. Moreover, it becomes asymmetric with slow algebraic decay to the left of the peak and much more rapid algebraic decay to the right. The asymptotic expressions agree to high accuracy with the numerical results, performed by adaptive high-order solvers based on collocation or finite difference methods. Based on these expressions we make some conjectures about the approximately self-similar form of the solutions when $p = 5$.
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1. Introduction

1.1. Overview

In this article, we study solutions that blow up in finite time of the Generalized Korteweg-de Vries (GKdV) equation of the following form

\[
\frac{\partial \phi}{\partial t} + \frac{\partial}{\partial x} \left( \frac{\partial^2 \phi}{\partial x^2} + \phi^p \right) = 0, \tag{1}
\]

where \( \phi, x \in \mathbb{R}, t > 0, \) and \( p \) is a positive parameter. Equation (1) is subject to the initial condition

\[ \phi(x,0) = \phi_0(x). \]

We perform an asymptotic analysis of these solutions and compare these with results from a numerical study. Our interest lies in those solutions which blow up at the single point \( \tilde{x} \) in a finite time \( T < \infty \) so that

\[ \max_x |\phi(x,t)| \to \infty \text{ as } t \uparrow T, \]

with \( |\phi(x,t)| < \infty \) for all \( t < T, x \in \mathbb{R} \). In the super-critical case of \( p > 5 \) these solutions take the self-similar form

\[ \phi(x,t) = (T-t)^{-2/3(p-1)}w(\xi), \quad \xi = \frac{(x-\tilde{x})}{(T-t)^{1/3}}. \tag{2} \]

We will establish very precise asymptotic estimates on the spatial structure of the function \( w(\xi) \) as \( p \to 5^+ \), and we will verify these through some very careful numerical computations. These show excellent agreement with the asymptotic approximations. The obtained estimates also allow us to conjecture on a form for the blow-up solution in the critical case of \( p = 5 \).

1.2. Background

The equation (1) arises in modelling the propagation of small-amplitude waves in a variety of nonlinear dispersive media, where \( \phi \) represents the wave amplitude, see [2, 3]. Moreover, the equation also describes the behaviour of longitudinal waves propagating in a one-dimensional lattice of equal masses coupled by nonlinear springs; the Fermi, Pasta, Ulam (FPU)-lattice, see [4] and references therein. The special case \( p = 2 \) gives the classical Korteweg-de Vries equation (KdV) which was posed by Korteweg and de Vries [5] to describe water waves on shallow water. The case \( p = 3 \), which is known as the Modified Korteweg-de Vries equation, can be transformed into the original Korteweg-de Vries equation by the Miura transformation [6]. Together with the nonlinear Schrödinger equation, equation (1) can be considered as a universal model for Hamiltonian systems in infinite dimensions.

The equation (1) is Hamiltonian, and there is conservation of the energy which is given by

\[
E(\phi(t)) = \frac{1}{2} \int_{\mathbb{R}} \left[ \phi_t(x,t)^2 - \frac{1}{p+1} \phi(x,t)^{p+1} \right] dx
\]

\[
= \frac{1}{2} \int_{\mathbb{R}} \left[ \phi_t(x,0)^2 - \frac{1}{p+1} \phi(x,0)^{p+1} \right] dx < \infty. \tag{3}
\]
Moreover, the mass, given by
\[
M(\phi(t)) = \int_{\mathbb{R}} \phi(x,t)^2 \, dx = \int_{\mathbb{R}} \phi(x,0)^2 \, dx \tag{4}
\]
is also conserved.

For \( p = 2 \) and \( p = 3 \) equation (1) is integrable and the solutions have been studied extensively analytically, see for example [7] and [8]. Moreover, for \( p < 5 \) all solutions in \( H^1(\mathbb{R}) \) are global and bounded in time as a result of the Gagliardo-Nirenberg inequality. If \( p \geq 5 \) the conservation laws (3) and (4) do not imply a bound in \( H^1(\mathbb{R}) \), uniform in time, for all \( H^1 \)-solutions, and thus no global existence can be guaranteed. From this observation, the existence of solutions which blow up in finite time is suspected, and observed numerically, for \( p \geq 5 \). Here \( p = 5 \) is the so-called critical power.

Blow-up solutions can arise when a solitary wave becomes unstable, and hence, the study of stability of the solitary waves is a first step towards analysing blow-up behaviour. For all \( p \geq 2 \), explicit solitary waves of the Gkdv equation are known,
\[
\phi(x,t;C,x_0) = \left( \frac{p+1}{2} C \text{sech}^2 \left( \frac{p-1}{2} \sqrt{C} (x-x_0-Ct) \right) \right)^\frac{1}{p-1}, \tag{5}
\]
where \( C > 0 \) is the wave speed and \( x_0 \) a translation parameter. For \( p = 2, 3, 4 \), this family of solutions is known to be (asymptotically) stable with respect to perturbations [9]. For \( p \geq 5 \), even weaker statements of stability, such as orbital stability, are known to be false, [10]. Thus, \( p = 5 \) is also the critical case for the stability of the soliton solutions. A first numerical approach to try and understand stability and instability of solitons was taken in [11]. The instability manifests itself in blow-up in finite time; perturbations of solitary waves form a similarity structure which in turn blows up. In [12], a thorough numerical study was conducted to detect the exact structure of the blow-up solutions. Moreover, an asymptotic statement (for \( |x| \to \infty \)) about the structure and its self-similar form was made. However, the structure of the solution close to the point where it blows up was not studied there. Analytically, the \( H^1 \)-instability of solitons for the supercritical case \( p > 5 \) was considered in [10], see also references therein, and [13] for the choice \( p = 5 \). In [14], a large set of initial data was obtained which lead to instability of the soliton solutions for \( p \geq 5 \). There, it was expected that these solutions actually blow up. Thereafter, the same authors analysed the blow-up of solutions in a series of articles for the critical case \( p = 5 \). In those articles, solutions in the energy space \( H^1(\mathbb{R}) \) are analysed. These works start with [15] where the existence of solutions that blow up in finite or infinite time in \( H^1 \) was proved for \( p = 5 \). Then, in [16] an upper bound on the blow-up rate was established. Moreover, a restriction on initial conditions such that blow-up in finite time occurs was determined there. Finally, in [17] the question of the blow-up profile, i.e. the asymptotic form of the solutions after rescaling, was studied. There, the authors prove that, for certain initial data, the solution converges at the blow-up time \( T \), to a self-similar travelling solution with a universal profile that is local in space.

The recent work of Koch [18] has proved the existence of a self-similar solution when \( p > 5 \) including the limit of \( p \to 5^+ \). Numerical studies of the time dependent problem
are given, for example, in the recent paper by Klein and Peter [1]. Here, we extend the above works by performing a very careful formal asymptotic analysis combined with a numerical study of the profile of the blow-up solutions of equation (1) for \( p > 5 \). Moreover, we find that the numerical results and the asymptotic predictions agree very closely. In both cases we see a developing singularity, and a change in the solution behavior as \( p \to 5^+ \).

1.3. Overview of the analysis

The similarity reduction (2) of the blow-up solutions of the Gkdv (1), which will be justified shortly, leads to the following ODE for the function \( w(\xi) \)

\[
(w_{\xi \xi} + w^p)_{\xi} + \frac{1}{3} \left( \frac{2}{p-1} w + \xi w_{\xi} \right) = 0.
\]

(6)

It follows from the original PDE (1) that \( |w| \to 0 \) as \( t \to \pm \infty \). A further condition which follows after rescaling the conserved energy (3) is that

\[
\int \left( w_{\xi}^2 - \frac{1}{(p+1)} w^{p+1} \right) d\xi = 0.
\]

(7)

If \( |w| \ll 1 \) then (6) reduces to the linear equation

\[
w_{\xi \xi \xi} + \frac{1}{3} \left( \frac{2}{p-1} w + \xi w_{\xi} \right) = 0.
\]

(8)

The equation (8) is closely related to the Airy equation. In the limit of \( \xi \to -\infty \) it has solutions of the asymptotic form

\[
w(\xi) \sim A^-|\xi|^{-3/4} e^{-2|\xi|^{1/2}/3\sqrt{3}} + B^-|\xi|^{-3/4} e^{2|\xi|^{1/2}/3\sqrt{3}} + C^-|\xi|^{-2/(p-1)}.
\]

(9)

Similarly, as \( \xi \to \infty \) its solutions take the (rapidly oscillating) form

\[
w(\xi) \sim A^+\xi^{-3/4} \cos(2\xi^{3/2}/3\sqrt{3}) + B^+\xi^{-3/4} \sin(2\xi^{3/2}/3\sqrt{3}) + C^+|\xi|^{-2/(p-1)}.
\]

(10)

It follows, by inspection, that to satisfy the integral condition (7) we must have

\[
B^- = A^+ = B^+ = 0.
\]

(11)

The equation (6) has been studied by a number of authors. In [16, 15] it was shown, for \( p = 5 \), that there exists no solution which also satisfies the condition (7) resp. (10). In contrast when \( p > 5 \) it was shown rigorously by Koch [18] that a self-similar solution satisfying (7) does exist and that this solution becomes singular in the \( H^1 \) norm as \( p \to 5 \). The key observation is that as \( p \to 5 \) the height of the solution of the Gkdv equation (1) increases and the solution peak moves to \( -\infty \). This is consistent with the fact that no self-similar solution exists for \( p = 5 \).

In this article, we extend the work in [18] by performing a detailed formal asymptotic analysis of the solution of (6) for \( 0 < p - 5 \ll 1 \) and compare this with very careful
numerical calculations. This solution is constructed by considering its form in different regions on the $\xi$-axis, which are then matched together. First, we examine the solution in the region where $w$ has a peak, we call this the bump region. We then study the solution as it evolves away from the bump, and will find that the behaviour for increasing and decreasing $\xi$ is very different. Finally we match this with the far field behaviour for large $|\xi|$. By doing this we find tight asymptotic results on the scaling of the bump, of the tails and many aspects of the solution, which agree closely with the numerical calculations.

1.4. Summary of the formal asymptotic results

We now summarise the main asymptotic results. The general form of the function $w(\xi)$ is illustrated in Figure 1 for the value $p = 5.1$. For values of $p$ closer to 5, the shape is similar, but the peak is more pronounced. This solution has a peak at $\xi_{\text{max}} < 0$ with a maximum value of $w_{\text{max}}$, and it decays away from the peak. The decay is slow for $\xi < \xi_{\text{max}}$ and much more rapid for $\xi > \xi_{\text{max}}$. As described above, for large $|\xi|$ these solutions have algebraic decay with an asymptotic form given by

$$w(\xi) \sim C^\pm |\xi|^{-\alpha} \quad \text{as} \quad \xi \to \pm \infty,$$

where $\alpha = 2/(p-1)$, so that $\alpha = 1/2$ when $p = 5$. Central to our discussion is the Ground State Solution $Q_p(y)$ which satisfies the equation

$$Q_{p,yy} - \frac{Q_p}{3} + Q_p^n = 0, \quad Q_{p,y}(0) = 0, \quad Q_p \to 0 \quad \text{as} \quad |y| \to \infty.$$
This can be found as

\[ Q_p(y) = \left( \frac{(p + 1)}{6} \right)^{1/(p-1)} \sech^{2/(p-1)} \left( \frac{(p-1)}{2\sqrt{3}} y \right) \]  

with, for \( p = 5 \),

\[ Q_5(y) = \sech^{1/2} \left( \frac{2y}{\sqrt{3}} \right). \]  

Using formal asymptotic analysis, we obtain the following result

**Formal Proposition 1** Let \( 0 < p - 5 \ll 1 \).

(i) The value of the maximum and the location of the peak of \( w(\xi) \) are given by

\[ w_{\text{max}} \sim \Lambda^{1/6} (p - 5)^{-1/6} \approx 1.4016 (p - 5)^{-1/6}, \]

\[ \xi_{\text{max}} \sim -\Lambda^{2/3} (p - 5)^{-2/3} \approx -3.8591 (p - 5)^{-2/3}, \]  

where

\[ \Lambda = \left( \frac{\int_{-\infty}^{\infty} Q_5 dy}{\int_{-\infty}^{\infty} Q_2^2 dy} \right)^2 = 7.58098 \ldots. \]  

(ii) The constants \( C^\pm \) in expression (12) are given by

\[ C^- \approx 0.8247 (p - 5)^{1/2}, \quad C^+ \approx 3.894 (p - 5)^{-1/2} e^{-2.91792/(p-5)}. \]  

Note that as \( p \to 5 \), \( C_+ \) is exponentially small and we find that \( C_+ \ll C_- \) which explains the asymmetric form of the curve in Figure 1.

We obtain these results by using asymptotic analysis and matching. Moreover, we will show that there is strong numerical support for all of the conclusions of Formal Proposition 1. The results (16) are similar to those obtained by Koch [18], who also derived the scaling result (17). We will derive this result using a different method, which also gives significant new asymptotic information about the solutions, allowing us to derive the results in (18).

The layout of the remainder of this paper is as follows. In Section 2 we give some important scalings associated with the derivation of (6) and its solution as \( p \to 5 \). In Sections 3 and 4 we consider the asymptotic form of this solution for \( 0 < p - 5 \ll 1 \) and derive the results of Formal Proposition 1. In Section 5 we describe the numerical method used to study (6) in the limit of \( p \to 5 \). This method is very delicate as it has to deal with large and singular solutions with (as can be seen from the form of \( C^+ \)), very rapidly decaying tails. In Section 6 we then compare the numerical results with the asymptotic approximations. Finally in Section 7 we conjecture the implications of our results for the problem of the blow-up of the solutions when \( p = 5 \).
2. Basic scalings and methodology

2.1. Dynamical rescaling

To obtain equation (6) from equation (1), we assume that the solutions of (1) blow up at a finite time $T$ at the single point $\tilde{x}$ and take a self-similar form. We use the fact that the equation (1) exhibits the following scaling invariance: if $\phi(x,t)$ is a solution then so is

$$\lambda^\frac{2}{p-1} \phi(\lambda x, \lambda^3 t),$$

for every $\lambda > 0$. The solution ansatz (2) follows immediately from this. Furthermore, the energy (3) rewritten in terms of these new variables becomes

$$E(t) = (T - t)^{-(p+3)/(p-1)} \int \left[ \frac{w_\xi^2}{p+1} - \frac{1}{p+1} w_{p+1} \right] d\xi,$$

and the mass (4) becomes

$$M(t) = (T - t)^{(p-5)/3} \int w^2 d\xi.$$

Since both $E(t)$ and $M(t)$ must be conserved as $T \rightarrow t$ it follows immediately that when $p > 5$, we must have

$$\int \left[ \frac{w_\xi^2}{p+1} - \frac{1}{p+1} w_{p+1} \right] d\xi = 0 \quad \text{and} \quad \int w^2 d\xi = \infty,$$

which is how we obtained condition (7). Therefore, we assume that the function $w(\xi)$ has a bounded $H^1$ semi-norm and an unbounded $L^2$ norm. The first condition requires that $w(\xi)$ has non-oscillatory tails, and the second is consistent with tail behaviour of the asymptotic form $w(\xi) \sim 1/|\xi|^{2/(p-1)}$ as in (12).

2.2. Rescaling as $p \rightarrow 5$ and a formal asymptotic expansion

We next introduce a rescaling of the equation (6) which will be needed to derive the asymptotic results. We first introduce the small parameter $0 < \varepsilon \ll 1$ that we use in the asymptotic analysis. In Section 3, we will show that this small parameter arises since a solvability condition at the first order of the asymptotic analysis needs to be satisfied. This condition implies that $p$ must be close to $p = 5$, and hence, we introduce

$$\varepsilon = \frac{(p-5)}{\Lambda}, \quad 0 < \varepsilon \ll 1. \quad (19)$$

Note that to determine the expression (17) for $\Lambda$, we even need to go to the second order in the asymptotic analysis. As mentioned earlier, this condition was first derived by Koch [18]. We will reestablish it here by using a different method based on matched asymptotic expansions, which also provides a lot of information about the solution. Following [18] we introduce the rescaling

$$v(y) = \varepsilon^{2/3(p-1)} w, \quad y = \varepsilon^{-1/3} \left( \xi + \varepsilon^{-2/3} \right), \quad (20)$$
in equation (6) which leads to
\[
\left(v_{yy} - \frac{v}{3} + v^p\right)_y = -\frac{\varepsilon}{3} \left(\frac{2v}{(p-1)} + yv_y\right) = -\frac{\varepsilon}{3} \left(\frac{v}{2} + yv_y\right) + \mathcal{O}(\varepsilon^2),
\]  
(21)
with the far-field condition
\[
|v| \to 0 \text{ as } y \to \pm \infty
\]  
(22)
In order to fix the phase of the solution, we assume that the maximum of \(v(y)\) (the bump) occurs at \(y = 0\) and hence the maximum of \(w(\xi)\) occurs at the point \(\xi = -\varepsilon^{-2/3} < 0\). This can be done without loss of generality as it is tied up with the definition of \(\varepsilon\) which at this stage has a degree of freedom. This phase condition replaces the compatibility condition used in [18].

We study the equation (21) for \(v\), in various regions on the \(y\)-axis. We introduce the so-called bump region where \(0 \leq |y| \ll 1/\sqrt{\varepsilon}\) and for which the leading order of the solution is given by
\[
\left(v_{yy} - \frac{v}{3} + v^p\right)_y \approx 0, \quad v(y) \sim Q_p(y).
\]
Moreover, we study the solution in the far field region where \(|y| \gg 1\). In this region, most of the solutions of equation (21) are rapidly oscillating and violate (7). In contrast, for those solutions that satisfy the condition (7) and are non-oscillatory, the right-hand side of equation (21) is dominant, so that to leading order
\[
\frac{2v}{(p-1)} + yv_y \approx 0, \quad v(y) \sim C \frac{\varepsilon |y|^{-\frac{2}{p-1}}}{1/\sqrt{\varepsilon}}.
\]
(23)
Our formal approach will be to express \(v(y)\) in an asymptotic series of the form
\[
v = v_0(y) + \varepsilon v_1(y) + \varepsilon^2 v_2(y) + \ldots
\]
(24)
in the bump region. In the bump region, we find expressions for \(v_0(y)\) and \(v_1(y)\) and hence the first terms in the asymptotic solution. The condition for the solvability of the equation for \(v_1(y)\), so that \(v_1(y)\) does not grow exponentially fast as \(|y| \to \infty\), is simply that \(p \approx 5\). The condition for the similar solvability of the equation for \(v_2(y)\), will lead to the compatibility condition (19). Moreover, we determine an expression for \(v_1(y)\) using a variations of constants method. This leads to an expression for the form of the tails of this function \(v_1(y)\). We then match these expressions, via an intermediate region, with the non-oscillating solutions of the far field equation in the range \(1 \ll |y| \ll 1/\sqrt{\varepsilon}\) to determine the values of \(C^{\pm}\).

The numerical approach we adopt in Section 6 solves equation (21) combined with (23) to eliminate the rapidly oscillating solutions and to find those satisfying (7).

3. The bump region

In this section, we study equation (21) in the bump region for which
\[
\sqrt{\varepsilon} |y| \ll 1.
\]
(25)
To this end we substitute the asymptotic expansion (24) into equation (21) and assume that $\sqrt{\varepsilon}|y| \ll 1$. By comparing the terms of different order in $\varepsilon$ we can derive the form of the terms $v_0(y), v_1(y)$ in expression (24) and give a condition for the existence of the function $v_2(y)$. Moreover, we determine the asymptotic form of these solutions as $y \to \pm \infty$ and summarise the resulting expressions in (61) and (62) at the end of this section.

Recall that since we assumed that $y = 0$ is precisely the point where the function $v(y)$ attains its maximum it must satisfy

$$v_y(0) = 0.$$  

**Order $O(\varepsilon^0)$:** To leading order we find the equation

$$v_{0,yy} - \frac{v_0}{3} + v_0^3 = 0, \quad |v_0| \to 0 \quad \text{as} \quad |y| \to \infty \quad \text{and} \quad v_{0,y}(0) = 0.$$  

The bounded solution of this equation is given by

$$v_0(y) = Q_p(y) = A \sech^{\frac{2}{p-1}}(By),$$

as in expression (14), where we denote

$$A = \left( \frac{p+1}{6} \right)^{\frac{1}{p-1}}, \quad B = \frac{p-1}{2\sqrt{3}},$$

which leads to the expression (15) for $p = 5$. From equation (21) we see that this expression is asymptotically valid provided that $\varepsilon|y| \ll 1$. More specifically, we find that for $1 \ll |y| \ll 1/\varepsilon$

$$Q_p(y) = 2\sech^{\frac{2}{p-1}} A e^{-\frac{1}{p-1} B |y|} \quad \text{and} \quad Q_5(y) = \sqrt{2} e^{-|y|/\sqrt{3}}.$$  

Rescaling the result (28) back to the original variables $w$ and $\xi$, by using (19) and (20), we immediately deduce the results in (16). In particular, as $p \to 5$ and $Q_p(y) \to Q_5(y)$ we find that $v(0) \to 1$, and thus, the maximum is given by

$$w_{\text{max}} \to e^{-1/6} = \Lambda^{1/6}(p-5)^{-1/6}.$$  

Similarly, since $y_{\text{max}} = 0$, we find that it is located at

$$\xi \equiv \xi_{\text{max}} = -e^{-2/3} = -\Lambda^{2/3}(p-5)^{-2/3}.$$  

**Order $O(\varepsilon)$:** We now collect the order $\varepsilon$ terms in equation (21). This leads to the following equation for $v_1(y)$

$$(Lv_1)_y = \left( v_{1,yy} - \frac{1}{3} v_1 + p v_0^{p-1} v_1 \right) = -\frac{1}{3} \left[ \frac{2}{p-1} v_0 + yv_0,y \right], \quad v_{1,y}(0) = 0.$$  

We integrate over $y$ and introduce a constant $C$ so that

$$Lv_1 = v_{1,yy} - \frac{1}{3} v_1 + p v_0^{p-1} v_1 = -\frac{1}{3} \left[ \int_{-\infty}^{y} \left( \frac{2}{p-1} v_0 + s v_0, s \right) ds + C \right] =: g(y).$$

(33)

Also, we can rewrite the right-hand side as

$$g(y) = -\frac{1}{3} \left[ \int_{-\infty}^{y} \frac{3-p}{p-1} v_0 ds + y v_0(y) + C \right],$$

(34)

since $|v_0| \to 0$ as $y \to -\infty$.

Observe immediately that the linear operator $L$ has a null eigenfunction $\psi_1(y)$ which decays exponentially at infinity and is given by

$$L \psi_1(y) = 0,$$

where $\psi_1 \equiv (v_0)_y = (Q_p)_y$. (35)

To ensure that $v_1$ exists, and that it is not exponentially growing at infinity, we apply the Fredholm Alternative. This implies that equation (33) has a bounded solution, provided that the right-hand side of this equation $g(y)$ is orthogonal to $\psi_1(y)$. Using integration by parts, it follows that

$$\int_{-\infty}^{\infty} \frac{dv_0}{ds} g(s) ds = -\frac{1}{3} \int_{-\infty}^{\infty} \frac{dv_0}{ds} \left[ \int_{-\infty}^{s} \left( \frac{2}{p-1} v_0 + r v_0, r \right) dr \right] ds$$

$$= \frac{1}{3} \int_{-\infty}^{\infty} v_0 \left[ \frac{2}{p-1} v_0 + s v_0, s \right] ds$$

$$= -\frac{p-5}{6(p-1)} \int_{-\infty}^{\infty} v_0^2 ds.$$

Hence, the Fredholm Alternative condition is satisfied at this level of the asymptotic expansion provided that

$$\frac{p-5}{6(p-1)} \int_{-\infty}^{\infty} v_0^2 ds = O(\varepsilon),$$

and hence,

$$p - 5 = O(\varepsilon),$$

since $\int_{-\infty}^{\infty} v_0^2 ds$ does not become small.

The importance of the critical value of $p = 5$ is now evident. Close to this value we can deduce the existence of a non-exponentially growing solution $v_1$ of (33).

3.1. Determining the function $v_1(y)$

The Fredholm Alternative guarantees the existence of the function $v_1(y)$. We now determine this solution for $p - 5 = \Lambda \varepsilon$. Moreover, we obtain its asymptotic form in the bump region which is necessary for the later matching arguments. The leading order of the equation (33) becomes, for $p - 5 = \Lambda \varepsilon$,

$$v_{1,yy} - \frac{1}{3} v_1 + 5 v_0^4 v_1 = g(y),$$

(36)
where \( g \) is defined in (34). First, we study the homogeneous part of equation (36). As we found before, one solution of this equation is given by

\[
\psi_1(y) = v_{0,y} - \frac{1}{2} B \text{sech}^2(2By) \sinh(3By),
\]

where, from (30), \( B = \frac{2}{\sqrt{3}} \) when \( p = 5 \). This solution is odd and exponentially decaying. Using the method of reduction of order, a second linearly independent solution can be found. We determine it explicitly as

\[
\psi_2(y) = \psi_1(y) \int_{y}^{y} ds \left( \frac{1}{2} \right)^2 \left( \frac{2}{2} v_{0,s} + sv_{0,s} \right) = -\frac{1}{2} \left( 2\sinh^2(By) - \cosh^2(By) \right) B^2 \cosh^2(2By).
\]

This solution is even and exponentially growing. Finally, the general solution of equation (36) can be found by using the method of Variation of Constants. This results in

\[
v_1(y) = A_1 \psi_1(y) + A_2 \psi_2(y) - \psi_1(y) \int_{0}^{y} \psi_2 g ds + \psi_2(y) \int_{0}^{y} \psi_1 g ds,
\]

where we use that the Wronskian-determinant can be found as

\[
\psi_1 \frac{d\psi_2}{dy} - \frac{d\psi_1}{dy} \psi_2 = 1.
\]

We choose the lower bounds of the integrals in (37) such that these are convenient when determining the integrals. The constants \( A_1 \) and \( A_2 \) are arbitrary at this stage. However, the phase condition \( v_{1,y}(0) = 0 \) immediately forces

\[
A_1 = 0.
\]

3.2. The integrals \( \int_{0}^{y} \psi_1 g ds \) and \( \int_{0}^{y} \psi_2 g ds \)

In this section we determine the integrals \( \int_{0}^{y} \psi_1 g ds \) and \( \int_{0}^{y} \psi_2 g ds \) in (37) to obtain an expression for the function \( v_1(y) \). Thereafter, we find its asymptotic nature as \( |y| \gg 1 \) in the next section. We find the first integral as

\[
-3 \int_{0}^{y} \psi_1 g \; ds = \int_{0}^{y} v_{0,r} \left[ \int_{-\infty}^{r} \left( \frac{1}{2} v_{0} + sv_{0,s} \right) ds + C \right] dr
= \int_{0}^{y} v_{0,r} \left[ -\frac{1}{2} \int_{-\infty}^{r} v_{0} ds + rv_{0} + \mathcal{C} \right] dr
= -\frac{1}{2} v_{0} \int_{-\infty}^{r} v_{0} ds + \frac{1}{2} v_{0}^{2}(0) \int_{-\infty}^{0} v_{0} ds + \frac{1}{2} \int_{-\infty}^{y} v_{0}^{2} + \mathcal{C}(v_{0} - v_{0}(0))dr
\]

Next, we determine the second integral given by

\[
-3 \int_{0}^{y} \psi_2 g \; ds = \int_{0}^{y} \psi_2 \left[ \int_{-\infty}^{r} \frac{1}{2} v_{0} ds + rv_{0}(r) + \mathcal{C} \right] dr
\]
by studying the terms separately. The second and third terms can be found explicitly as

\[ J_1 = \int_0^\infty \psi_2 r v_0(r) \, dr = -\frac{9 \log(\cosh(By))}{4} + \frac{3\sqrt{3}y \tanh(By)}{2} - \frac{3y^2}{4} + \frac{9 \log(\frac{i}{2})}{4}, \]  

(40)

and

\[ J_2 = \int_0^\infty \psi_2 \, dr = \frac{3\sqrt{3}}{2} \left( \frac{2 \sinh(By)}{\sqrt{\cosh(By)}} + 3iE\left(\frac{iy}{\sqrt{3}}|2\right) \right), \]  

(41)

where \( E \) is the incomplete elliptic integral of the second kind. The first term in (39) is given by

\[
\begin{align*}
J_3 &= -\frac{1}{2} \int_0^y \psi_2 \int_v^r v_0 \, ds \, dr = \frac{9}{16} \int_0^{By} \frac{2 \sinh^2(r) - \cosh^2(r)}{\cosh \frac{i}{2}r} \left[ \int_{-\infty}^r \cosh \frac{i}{2}(s) \, ds \right] \, dr \\
&= \frac{9}{16} \left\{ 4 \left( \log(\cosh(By)) - \sinh(By) \cosh \frac{i}{2}(By) \right) - 2iF \left( \frac{iBy}{2} | 2 \right) \\
&\quad + \frac{\Gamma\left(\frac{1}{4}\right)^2}{2\sqrt{2\pi}} \right\} + 3 \int_0^{By} \cosh \frac{i}{2}(r) \left( -2iF \left( \frac{ir}{2} | 2 \right) + \frac{\Gamma\left(\frac{1}{4}\right)^2}{2\sqrt{2\pi}} \right) \, dr \\
&= \frac{9}{16} \left\{ 4 \left( \log(\cosh(By)) - \sinh(By) \cosh \frac{i}{2}(By) \right) - 2iF \left( \frac{iBy}{2} | 2 \right) \\
&\quad + \frac{\Gamma\left(\frac{1}{4}\right)^2}{2\sqrt{2\pi}} \right\} + 3 \left\{ \frac{\Gamma\left(\frac{1}{4}\right)^2}{2\sqrt{2\pi}} \left( E \left( \frac{iBy}{2} | 2 \right) - E (0 | 2) \right) \\
&\quad - 2i \int_0^{By} \cosh \frac{i}{2}(r) F \left( \frac{ir}{2} | 2 \right) \, dr \right\},
\end{align*}
\]

(42)

where \( F \) is the incomplete elliptic integral of the first kind and using the asymptotic expansion of \( F \) for \( y \rightarrow -\infty \). The still unknown term

\[ 2i \int_0^{By} \cosh \frac{i}{2}(r) F \left( \frac{ir}{2} | 2 \right) \, dr \]

cannot be determined explicitly but we can determine its asymptotic form as \( y \rightarrow \pm \infty \), see Appendix Appendix B.

3.3. The asymptotic form of \( v_1(y) \) for large \( |y| \)

Collecting all of the terms in the integrals above and substituting these expressions in the expression (37) for \( v_1 \), we obtain that

\[
v_1(y) = \psi_2(y) \left( A_2 + \frac{1}{3} \left( -\frac{1}{2} v_0 \int_{-\infty}^v v_0 \, ds + \frac{1}{2} v_0(0) \int_0^v v_0 \, ds + \frac{1}{2} v_0^2 + By(v_0 - v_0(0)) \right) \right) \\
- \frac{1}{3} \psi_1(y) (J_1 + J_2 + J_3),
\]

(43)

where \( J_1, J_2 \) and \( J_3 \) are given in (40), (41) and (42). To match the solution (24) in the bump region to the intermediate solutions, as in Sections 4.2 and 4.3, we need to
determine the asymptotic form of $v_1(y)$ for $y \to \pm\infty$. We give the limits of the various terms in Appendix Appendix A and here we summarise the results. We find that as $y \to \infty$

$$v_1(y) \to \left(A_2 + v_0(0) \left(\frac{1}{2} \int_{-\infty}^{0} v_0 \, ds - \mathcal{C}\right)\right) \psi_2(y) + \mathcal{C} - \frac{\sqrt{3}\Gamma(\frac{1}{4})^2}{4\sqrt{2\pi}}$$

$$+ \frac{1}{2} \sqrt{2} \frac{A}{3B^2} ye^{-\frac{|y|}{\sigma}} + \frac{\sqrt{6}}{12} y^2 e^{-\frac{|y|}{\sigma}},$$

(44)

and as $y \to -\infty$

$$v_1(y) \to \mathcal{C} + \left(A_2 + v_0(0) \left(\frac{1}{2} \int_{-\infty}^{0} v_0 \, ds - \mathcal{C}\right)\right) \psi_2(y) + \frac{1}{2} \sqrt{2} ye^{-\frac{|y|}{\sigma}}$$

$$- \frac{\sqrt{6}}{12} y^2 e^{-\frac{|y|}{\sigma}}.$$

(45)

To ensure that $v_1(y)$ is bounded in these limits we need to choose $A_2$ such that the term multiplying $\psi_2(y)$ is zero as $|y| \to \infty$, since the function $\psi_2(y)$ is exponentially growing. Hence, we choose

$$A_2 = \frac{1}{3} v_0(0) \left(\frac{1}{2} \int_{-\infty}^{0} v_0 \, ds - \mathcal{C}\right).$$

(46)

Next, from the fact that $v_{1,y}$ must exist (be bounded) for $y \to \pm\infty$, we can determine $A_2$. For this, we use that from (37), it follows that $v_{1,y} = A_1 \psi_1 + A_2 \psi_2$. Then, the fact that $\psi_2$ is exponentially growing implies that $\lim_{y \to \infty} v_{1,y}$ does not exist unless we choose $A_2 = 0$. Therefore, we from now on choose

$$A_2 = 0.$$ 

This also implies, using expression (46), that we must choose

$$\mathcal{C} = \frac{I_1}{2} \equiv \int_{-\infty}^{0} v_0 \, ds = \frac{\sqrt{3}\Gamma(\frac{1}{4})^2}{4\sqrt{2\pi}}.$$ 

(47)

This can be summarised as follows, 

**Proposition 3.1** It follows that as $y \to \infty$

$$v_1(y) \to \mathcal{C} - \frac{\sqrt{3}\Gamma(\frac{1}{4})^2}{4\sqrt{2\pi}} + \frac{1}{2} \sqrt{2} ye^{-\frac{|y|}{\sigma}} + \frac{\sqrt{6}}{12} y^2 e^{-\frac{|y|}{\sigma}}$$

$$= \frac{1}{\sqrt{2}} y e^{-y/\sqrt{3}} + \frac{\sqrt{6}}{12} y^2 e^{-y/\sqrt{3}}.$$ 

(48)

Similarly, as $y \to -\infty$

$$v_1(y) \to \mathcal{C} + \frac{1}{\sqrt{2}} y e^{y/\sqrt{3}} - \frac{\sqrt{6}}{12} y^2 e^{y/\sqrt{3}}.$$ 

(49)
Remark 3.1 These asymptotic expressions can also be obtained directly by studying the equation (36) for $v_1(y)$ for $|y| \gg 1$. In the limit of large $|y|$ we can substitute the expression (31) into (36). This gives the following two second order differential equations for $v_1(y)$:

\[
\begin{align*}
v_{1,y} - \frac{1}{3} v_1 &= -\frac{1}{\sqrt{6}} e^{-y/\sqrt{3}} - \frac{\sqrt{2}}{3} y e^{-y/\sqrt{3}} - \frac{1}{3} \left( \mathcal{C} - \frac{I_1}{2} \right), \quad \text{as} \quad y \to +\infty, \quad (50) \\
v_{1,y} - \frac{1}{3} v_1 &= \frac{1}{\sqrt{6}} e^{y/\sqrt{3}} - \frac{\sqrt{2}}{3} y e^{y/\sqrt{3}} - \frac{\mathcal{C}}{3}, \quad \text{as} \quad y \to -\infty, \quad (51)
\end{align*}
\]

Both (50) and (51) are simple resonant second order ODEs. Each can be solved directly, leading to the following expressions for $v_1(y)$ in the asymptotic limits:

\[
\begin{align*}
v_1(y) &\sim \left( \mathcal{C} - \frac{I_1}{2} \right) + \frac{1}{\sqrt{2}} y e^{-y/\sqrt{3}} + \frac{\sqrt{6}}{12} y^2 e^{-y/\sqrt{3}} \quad \text{as} \quad y \to +\infty, \quad (52) \\
v_1(y) &\sim \mathcal{C} + \frac{1}{\sqrt{2}} y e^{y/\sqrt{3}} - \frac{\sqrt{6}}{12} y^2 e^{y/\sqrt{3}} \quad \text{as} \quad y \to -\infty. \quad (53)
\end{align*}
\]

These expressions agree completely with the results of the earlier analysis. Whilst this calculation is very straightforward, the condition $\mathcal{C} = I_1/2$ does not follow immediately, although it can be obtained in the matching procedure in Section 4.3. Moreover, the earlier analysis gives an explicit expression for $v_1(y)$ for all $y$ rather than just in the asymptotic limit in this case.

3.4. The solvability condition at $O(\varepsilon^2)$

To determine an expression for $\Lambda$ where $(p - 5) = \Lambda \varepsilon$ we need to study the terms of $O(\varepsilon^2)$ of equation (21). In this analysis we determine a condition for the existence of the function $v_2(y)$ which directly yields $\Lambda$.

Order $O(\varepsilon^2)$: When we collect the $O(\varepsilon^2)$ terms in equation (21) and integrate over $y$, we find

\[
Lv_2 = -\frac{p(p-1)}{2} v_0^{p-2} v_1^2 - \frac{1}{3} \int_{-\infty}^{y} \left( v_1 + z v_1 z \right) dz + \frac{\Lambda}{24} \int_{-\infty}^{y} v_0 dz + D, \quad (54)
\]

where $D$ is an integration constant. The solutions to the homogeneous part of this equation are the same as for $v_1$. As in the case for $v_1$, it follows from the Fredholm Alternative that for (54) to be soluble for $v_2$, we require that the right-hand side of the equation is orthogonal to $v_1 = v_0 y$. Accordingly, we require that

\[
\begin{align*}
\frac{p(p-1)}{2} \int_{-\infty}^{\infty} v_0^{p-2} v_1 y_0 y \, dy &= \\
- \frac{1}{3} \int_{-\infty}^{\infty} v_0 \left( \int_{-\infty}^{y} \left( \frac{2v_1}{p-1} + z v_1 z \right) dz \right) dy + \frac{\Lambda}{24} \int_{-\infty}^{\infty} v_0 y \left( \int_{-\infty}^{y} v_0 dz \right) dy.
\end{align*}
\]
Moreover, from these expressions it also follows that existence of the function $v$ we find that

$$\int_{-\infty}^{\infty} v_0 v_1 \, dy = \frac{1}{3} \int_{-\infty}^{\infty} \left( \frac{2v_0}{p-1} + yv_0 v_1 \right) \, dy - \frac{\Lambda}{24} \int_{-\infty}^{\infty} v_0^2 \, dy. \quad (55)$$

Next, we use equation (33) and multiply this by the function $v_1y$. After integrating by parts from $-\infty$ to $\infty$, we obtain the identity

$$\frac{1}{2} \left[ v_1^2 \right]_{-\infty}^{\infty} - \frac{1}{6} \left[ v_1^3 \right]_{-\infty}^{\infty} + p \int_{-\infty}^{\infty} v_0^{p-1} v_1 \, dy = -\frac{1}{3} \int_{-\infty}^{\infty} \left( (p-3) \frac{v_0 v_1}{p-1} + yv_0 v_1 \right) \, dy - \frac{C}{3} [v_1]_{-\infty}^{\infty} \lim_{y \to \infty} v_1 \int_{-\infty}^{\infty} v_0 \, dz. \quad (56)$$

Then, we add the above two equations, (55) and (56), use that $\lim_{y \to \infty} v_1 = C - I_1/2 = 0$, (48) and apply integration by parts, to obtain

$$\frac{1}{2} \left[ v_1^2 \right]_{-\infty}^{\infty} - \frac{1}{6} \left[ v_1^3 \right]_{-\infty}^{\infty} + \frac{5}{3(p-1)} \int_{-\infty}^{\infty} v_0 v_1 \, dy - \frac{\Lambda}{24} \int_{-\infty}^{\infty} v_0^2 \, dy - \frac{C}{3} [v_1]_{-\infty}^{\infty} + \frac{p-3}{3(p-1)} (C - I_1/2) \int_{-\infty}^{\infty} v_0 \, dz = -\frac{\Lambda}{24} \int_{-\infty}^{\infty} v_0^2 \, dy - \frac{C}{3} [v_1]_{-\infty}^{\infty}. \quad (57)$$

This is satisfied, and hence $v_2$ will exist, provided that $\Lambda$ is given by the identity

$$\frac{\Lambda}{4} = \frac{\left[ v_1^2 \right]_{-\infty}^{\infty} - 2\varepsilon [v_1]_{-\infty}^{\infty} - 3 \left[ v_1^3 \right]_{-\infty}^{\infty}}{I_2} \quad (58)$$

where

$$I_2 \equiv \int_{-\infty}^{\infty} v_0^2 \, dy = \frac{\pi \sqrt{3}}{2}.$$

It is immediate from the expressions (48) and (49) that

$$\left[ v_1^3 \right]_{-\infty}^{\infty} = 0.$$

Moreover, from these expressions it also follows that

$$\left[ v_1^2 \right]_{-\infty}^{\infty} = (C - I_1)^2 - C^2 = -\frac{I_1^2}{4}, \quad \text{and hence,} \quad [v_1]_{-\infty}^{\infty} = -\frac{I_1}{2}, \quad (59)$$

where we use the result $C = I_1/2$ that we obtained at order $\varepsilon$, see (47). Thus, combining (57) and (59) we find that

$$\Lambda = \frac{I_1^2}{I_2}, \quad (60)$$

and gives the results stated in (17).

We summarise the analysis of the bump region $|y| \ll 1/\varepsilon$ as follows. We have found the existence of the function $v_2(y)$, provided that $\Lambda$ satisfies (60), and hence, the existence
of the first three terms of an asymptotic expansion of the solution \( v \) of the form of (24). If \( 1 \ll |y| \ll 1/\sqrt{\varepsilon} \) the resulting solution has the asymptotic expressions

\[
v(y) = \sqrt{2} e^{-y/\sqrt{3}} + \varepsilon y \left( \frac{1}{\sqrt{2}} + \frac{\sqrt{6}}{12} y \right) e^{-y/\sqrt{3}} + \varepsilon^2 v_2(y) + O(\varepsilon^3),
\]

as \( y \to \infty \), and

\[
v(y) = \sqrt{2} e^{y/\sqrt{3}} + \varepsilon y \left( \frac{1}{\sqrt{2}} - \frac{\sqrt{6}}{12} y \right) e^{y/\sqrt{3}} + \varepsilon^2 v_2(y) + O(\varepsilon^3)
\]

as \( y \to -\infty \). We now proceed to match to the far field. Note that whilst we needed to show the existence of the function \( v_2(y) \), we do not actually need to determine it to perform the matching analysis.

4. The mid-range solution and its far field limit

4.1. Overview

So far, we found that the general form of the solution in the bump region is comprised of a peak with exponential decay away from the peak. We now consider the problem (21) in the region where \( \sqrt{\varepsilon} |y| \) is no longer small. In this case the solution can be expressed in terms of combinations of multiples of Airy functions. The allowed combination is dictated by the strong requirement that the solution should satisfy the integral condition (7) and also by the need to match to the solution in the bump region.

Using the boundary condition (22), we can assume that the term of the form \( v^p \) in equation (21) is small and the far field equation becomes to leading order

\[
v_{yyy} + \frac{1}{3} (\varepsilon y - 1)v_y + \frac{\varepsilon}{6} v = 0.
\]

It can be seen that the solutions to this equation have a different form for \( \varepsilon y > 1 \) than when \( \varepsilon y < 1 \). To make this clear, we introduce a rescaled variable

\[
z = 12^{-1/3} \varepsilon^{1/3} (\varepsilon^{-1} - y) = 12^{-1/3} \varepsilon^{-2/3} (1 - \varepsilon y).
\]

Using this rescaling, equation (63) becomes the third order equation

\[
v_{zzz} - 4zv_z - 2v = 0,
\]

which has a turning point at \( z = 0 \) i.e. at \( y = 1/\varepsilon \). The general solution of (65) is well known to be a linear combination of \( A_i(z), A_i(z)B_i(z) \) and \( B_i(z)^2 \) where \( A_i(z) \) and \( B_i(z) \) are the Airy Functions. Due to the turning point behaviour, the two cases of \( z > 0 \) and \( z < 0 \) differ so we will consider them separately.
4.2. The solution when \( y < 0 \) and \( z > 0 \).

In the region where \( y < 0 \) and \( z > 0 \) we write the solution as

\[
v(z) = c_0 A^2(z) + c_1 A_i(z) B_i(z) + c_2 B_i(z)^2,
\]

where \( c_0, c_1 \) and \( c_2 \) are constants that will be chosen in the matching procedure.

**Proposition 4.1** The solution (66) exactly matches that in the bump region provided that

\[
c_0 = 4\pi 12^{-1/6} \sqrt{2} e^{-1/3} e^{2/\sqrt{3}}, \quad c_1 = \mathcal{O} 2\pi 12^{-1/6} e^{2/3}, \quad c_2 = 0.
\]

**Proof** In the case when \( z \gg 1 \) it is well known that the combinations of the Airy functions take the following asymptotic forms, all of which are non-oscillatory:

\[
A^2(z) \sim \frac{1}{4\pi z^{1/2}} e^{-\frac{2}{3z^{1/2}}}, \quad B^2(z) \sim \frac{1}{\pi z^{1/2}} e^{\frac{4}{3z^{1/2}}}, \quad A_i(z) B_i(z) \sim \frac{1}{2\pi z^{1/2}}.
\]

Next, we rewrite these asymptotic expressions in terms of \( y \) by using the relation (64) which also implies that

\[
z^{1/2} = \frac{1}{12^{1/2}} e^{-1} (1 - \varepsilon y)^{3/2}.
\]

We will consider the matching range of \( 1 \ll |y| \ll 1/\sqrt{\varepsilon} \) to that \( \sqrt{\varepsilon} |y| \ll 1 \). Therefore, it follows that

\[
z^{1/2} = \frac{1}{2\sqrt{3}} e^{-1} - \frac{\sqrt{3}}{4} y + \varepsilon \frac{\sqrt{3}}{16} y^2 + \mathcal{O}(\varepsilon^2).
\]

Furthermore, we use

\[(1 - \varepsilon y)^{-1/2} = 1 + \frac{1}{2} \varepsilon y + \mathcal{O}(\varepsilon^2)\]

to express the asymptotic form of the combined Airy functions in this range as

\[
A^2(y) = \frac{121/6}{4\pi} e^{-1/3} e^{y/\sqrt{3}} (1 - \varepsilon \frac{\sqrt{3}}{3} y^2 + \mathcal{O}(\varepsilon^2))(1 + \frac{1}{2} \varepsilon y + \mathcal{O}(\varepsilon^2)) y0, \quad B^2(y) = \frac{121/6}{\pi} e^{-1/3} e^{y/\sqrt{3}} (1 + \varepsilon \frac{\sqrt{3}}{3} y^2 + \mathcal{O}(\varepsilon^2))(1 + \frac{1}{2} \varepsilon y + \mathcal{O}(\varepsilon^2)) y1, \quad A_i(y) B_i(y) = \frac{121/6}{2\pi} e^{-1/3} (1 + \frac{1}{2} \varepsilon y + \mathcal{O}(\varepsilon^2)).
\]

We now match the solution (66) to the solution in the bump region for \( y < 0 \) and \( |y| \gg 1 \).

From the expression (28) for \( v_0 \) and the asymptotic expression for \( v_1 \) (49), we find in this range that

\[
v(y) = v_0(y) + \varepsilon v_1(y) + \ldots = \sqrt{2} e^{y/\sqrt{3}} + \varepsilon \left( \mathcal{O} + \frac{1}{2} \sqrt{2} e^{y/\sqrt{3}} - \frac{1}{2\sqrt{6}} y^2 e^{y/\sqrt{3}} \right) + \ldots
\]

(73)
Therefore, we can match solution (66), using (70), (71) and (72) with the expression (73) provided that
\[ c_0 = 4\pi 12^{-1/6} \sqrt{2} e^{-1/3} e^{\frac{2}{\sqrt{3} \epsilon}}, \quad c_1 = C 2\pi 12^{-1/6} \epsilon^{2/3}, \quad c_2 = 0, \] (74)
such that solution (66) becomes
\[ \nu(y) = c_0 A_2^2(y) + c_1 A_1(y) B_1(y) = \sqrt{2} e^{y/\sqrt{3}} \left( 1 + \epsilon \left( \frac{1}{2} y - \frac{y^2}{4 \sqrt{3}} \right) \right) + \epsilon C. \] (75)
After rearranging, this is exactly the same as expression (73).

Observe that this leads to a solution with both exponentially and polynomially decaying terms. We can summarise the results as follows.

**Proposition 4.2** (i) As \( y \to -\infty \), for \( |y| \gg 1/\epsilon \) the solution is polynomially decaying and has the form
\[ \nu(y) = \epsilon C \left( 1 - \frac{1}{\epsilon y} \right)^{1/2} \sim \frac{\sqrt{\epsilon} \epsilon^{1/2}}{(-y)^{1/2}}. \] (76)
Rewritten in terms of the original variables this takes the form
\[ w(\xi) = \frac{\sqrt{\epsilon} \epsilon^{1/2}}{(-\xi)^{1/2}}, \quad \xi \to -\infty. \] (77)
(ii) This solution satisfies the integral condition (7).

**Proof** When \( |y| \gg \frac{1}{\epsilon} \), the contribution of the exponential terms to the solution becomes small, and hence, the polynomially decaying solution remains. Moreover, a direct calculation shows that this solution satisfies the integral condition.

### 4.3. The solution when \( y > 0 \)

In the region where \( y > 0 \), we write the solution as the following linear combination of products of Airy functions:
\[ \nu(z) = d_0 A_2^2(z) + d_1 A_1(z) B_1(z) + d_2 B_1(z)^2. \] (78)

**Proposition 4.2** The solution of the form (78) matches with the bump region solution and also satisfies the integral condition (7) provided that
\[ d_1 = 0, \quad and \quad d_0 = d_2 = \frac{\pi \sqrt{2} \epsilon^{-1/3}}{12^{1/6}} e^{-\frac{2}{\sqrt{3} \epsilon}}. \] (79)

**Proof** When \( y > 0 \) and \( y \ll 1/\epsilon \), we have two regimes: the first when \( y \ll 1/\epsilon \), with \( z > 0 \) and \( z \gg 1 \), and the second when \( y \gg 1/\epsilon \), with \( z < 0 \) and \( |z| \gg 1 \). In the first regime the combined Airy functions have the exponential/polynomial asymptotic form as in
this solution (78) takes the form
\[ A_1(z) = \frac{1}{\pi} |z|^{-1/2} \sin^2(2|z|^{3/2}/3 + \pi/4), \quad B_1(z) = \frac{1}{\pi} |z|^{-1/2} \cos^2(2|z|^{3/2}/3 + \pi/4), \]
and
\[
A_i(z)B_i(z) = \frac{1}{\pi} |z|^{-1/2} \sin(2|z|^{3/2}/3 + \pi/4) \cos(2|z|^{3/2}/3 + \pi/4).
\] (80)

We note that a general linear combination of these functions will be rapidly oscillating. If we consider, for example, the function \( f(x) = \sin^2(x^{3/2})/\sqrt{x} \), it is evident that its derivative \( f'(x) = O(1) \) and does not decay as \( x \to \infty \), whereas the function \( f(x)^6 = O(1/x^3) \) decays rapidly. Thus any (highly oscillatory) function of this general form will violate the integral condition (7). However, there exists one special linear combination of the products of the Airy functions which does not lead to oscillating solutions and decays as \( 1/|z|^{1/2} \) and hence satisfies the integral condition (7). This is given by choosing
\[
d_0 = d_2 \quad \text{and} \quad d_1 = 0,
\] (81)
giving part of (79).

The value of \( d_0 \) (and hence of \( d_2 \)) will be now obtained by a matching argument. First, we match the above solutions in the first regime (when \( 0 \ll y \ll 1/\sqrt{\varepsilon} \) and also \( z > 0 \) and \( z \gg 1 \)) to the solution in the bump region. It follows from (81), (70) and (71) that this solution (78) takes the form
\[
v(y) = d_0(A_1^2 + B_1^2) = d_0 \frac{12^{1/6}}{\pi} e^{1/3} \left( \frac{1}{4} e^{-\frac{2}{3\sqrt{3}\varepsilon}} e^{y/\sqrt{3}} (1 - e^{\frac{2}{3\varepsilon}y^2} + O(\varepsilon^2)) (1 + \frac{1}{2} e^2 y + O(\varepsilon^2)) + e^{\frac{3}{\sqrt{3}\varepsilon}} e^{-y/\sqrt{3}} (1 + e^{\frac{3}{2\varepsilon}y^2} + O(\varepsilon^2)) (1 + \frac{1}{2} e^2 y + O(\varepsilon^2)) \right). \] (82)

In the same range the solution \( v(y) \) in the bump region takes the form
\[
v(y) = \sqrt{2} e^{-y/\sqrt{3}} + e \left( \frac{1}{2} \sqrt{2} y e^{-y/\sqrt{3}} + \frac{1}{2\sqrt{3}} y^2 e^{-y/\sqrt{3}} \right). \] (83)

Note that the first term in (82) is exponentially small since \( y \ll 1/\sqrt{\varepsilon} \). Now, if
\[
d_0 = \frac{\pi \sqrt{2} e^{-1/3}}{12^{1/6}} e^{-\frac{2}{3\sqrt{3}\varepsilon}}, \] (84)
then (82) takes the form
\[
v(y) = \sqrt{2} e^{-y/\sqrt{3}} \left( 1 + e \left( \frac{1}{2} y + \frac{3}{4\sqrt{3}} \right) \right) \] (85)
which matches to (83). This gives the second relation in (79) and completes the proof. □
We can now determine the form of the solution (78) for $y \to \infty$ (and $|y| \gg 1/\sqrt{\varepsilon}$). This is given by

\[ v(y) = \frac{1}{\pi} d_0 |z|^{-1/2} = \frac{\pi \sqrt{2} e^{-1/3} 12^{-1/6}}{\pi 12^{-1/3}} e^{1/6} e^{1/2} e^{1/6} \sim \sqrt{2} \varepsilon^{-1/2} e^{-1/2} e^{-1/3} y^{-1/2}. \quad (86) \]

Rescaling as before to give the solution in terms of the original variables $p-5, w$ and $\xi$ we find that

\[ w(\xi) \sim \sqrt{2} \Lambda^{1/2} (p-5)^{-1/2} e^{-1/2} e^{1/6} \xi^{-1/2}. \quad (87) \]

5. The far field region

In the far field region where $|y| \gg 1$ the right-hand side of equation (21) is dominant so that the leading order solution satisfies

\[ \frac{2v}{p-1} + vy_y = 0, \quad (88) \]

and hence, to leading order

\[ v(y) = C^\pm |y|^{2/3}, \]

for $y \to \pm \infty$. Next, rewriting this in terms of the original variables and using that $p = 5 + \mathcal{O} (\varepsilon)$, this solution becomes for $|\xi| \gg 1$ and $\xi < 0$

\[ w(\xi) = \frac{C^+}{(-\xi)^{1/2}}, \quad \xi \to -\infty. \quad (89) \]

This solution corresponds to expression (77) when we choose

\[ C^- = \varepsilon C = \varepsilon^{1/2} I_1/2 = \frac{I_1}{2A^{1/2}} (p-5)^{1/2} = \frac{I_2^{1/2}}{2}(p-5)^{1/2} = 0.8247 \ldots (p-5)^{1/2}, \quad (90) \]

where we use that we showed in section 3.3, (47), that $\mathcal{C} = I_1/2$ and the fact that $\varepsilon = 5/\Lambda$. This gives the first result in (18).

The solution to (88) for for $|\xi| \gg 1$ and $\xi > 0$ is given in terms of the original variables as

\[ w(\xi) = \frac{C^+}{\xi^{1/2}}, \quad \xi \to \infty, \quad (91) \]

which is the same as expression (87) when we choose

\[ C^+ = \sqrt{2} \Lambda^{1/2} (p-5)^{-1/2} e^{-1/2} e^{-1/3} \xi^{1/2} \xi^{-1/2} = 3.894 (p-5)^{-1/2} e^{-2.91792/(p-5)}. \quad (92) \]

This yields the second result in (18).
6. Numerical approach

We now present a set of numerical calculations of the solution of equation (6) as \( p \to 5 \). This is a delicate calculation as we have to consider solutions defined on the whole real line, which also vary rapidly over a small interval, see Figure 1, where the solution is plotted for the value \( p = 5.1 \). In this section, we describe the numerical methods that are used. In particular we describe the use of polynomial collocation methods and finite difference schemes.

6.1. Polynomial collocation (PolColl)

Our first numerical approach is polynomial collocation. The MATLAB\textsuperscript{TM} software package bvpsuite1.1 \cite{BVPsuite} is designed to solve implicit nonlinear boundary value problems (BVPs) in ODEs and differential algebraic equations. The solver routine is based on a class of polynomial collocation methods whose orders may vary from 2 to 8. Collocation has been investigated in the context of singular differential equations of first and second order in \cite{20, 21, 22}, respectively and this method is shown to be robust with respect to singularities in the independent variable and retains its high convergence order in case that the analytical solution is appropriately smooth. The code also provides an asymptotically correct estimate for the global error of the numerical approximation. To enhance the efficiency of the method, a mesh adaptation strategy is implemented, which attempts to choose grids related to the solution behavior, in such a way that the tolerance is satisfied with the least possible effort. The error estimation procedure and the mesh adaptation work dependably provided that the solution of the problem and its global error are appropriately smooth\textsuperscript{1}. The code and the manual can be downloaded from \url{http://www.math.tuwien.ac.at/~ewa}. For further information see \cite{BVPsuite}. This software proved useful for the approximation of numerous singular BVPs important for applications, see e.g. \cite{23, 24, 25, 26}. To more precisely describe the collocation approach used in bvpsuite1.1, we consider the problem

\[
f(x, y(x), y'(x), y''(x)) = 0, \quad x \in [a, b],
\]

subject to three boundary conditions,

\[
b(y(0), y'(0), y''(0), y(1), y'(1), y''(1)) = 0.
\]

We first choose \( k \in \mathbb{N} \) and discretize problem (93)–(94). To this end, the interval of integration \([a, b]\) is partitioned as,

\[
\Delta := \{ a = x_0 < x_1 < \ldots < x_{I-1} < x_I = b \},
\]

and in each subinterval \([x_j, x_{j+1}]\) we introduce \( k \) collocation nodes \( x_{jl} := x_j + u_l h_j, \quad h_j = x_{j+1} - x_j, \quad j = 0, \ldots, I - 1, \quad l = 1, \ldots, k, \) where \( 0 < u_1 < \ldots < u_k < 1^2 \). By \( \mathcal{P}_{k,\Delta} \), we denote the class of piecewise polynomial functions which are globally in \( C^2[a, b] \)

\textsuperscript{1}The required smoothness of higher derivatives is related to the order of the used collocation method.

\textsuperscript{2}The values \( u_1 = 0 \) and \( u_k = 1 \) are excluded to avoid the evaluation at possibly singular points located at the boundaries of the interval \([a, b]\)
and reduce in each subinterval \([x_i, x_{i+1}]\) to a polynomial \(p_j\) of degree less than or equal to \(k + 2\). We now approximate the analytical solution \(y\) by a polynomial function \(p \in \mathcal{P}_{k, \Delta}\), such that \(p\) satisfies the system (93) at the collocation points,

\[
f(x_{jl}, p(x_{jl}), p'(x_{jl}), p''(x_{jl})), p'''(x_{jl})) = 0, \quad l = 1, \ldots, k, \quad j = 0, \ldots, I - 1,
\]

the boundary conditions

\[
b(p(0), p'(0), p''(0), p(1), p'(1), p''(1)) = 0,
\]

and the continuity relations,

\[
p_{j-1}(x_j) = p_j(x_j), \quad p'_{j-1}(x_j) = p'_j(x_j), \quad p''_{j-1}(x_j) = p''_j(x_j), \quad j = 1, \ldots, I - 1,
\]

where \(p(x) := p_j(x), x \in [x_j, x_{j+1}]\). Inspecting the number of unknowns and the number of equations, we easily see that the discrete system is closed.

6.1.1. Adaptive mesh selection

The mesh selection strategy implemented in bvpsuite was proposed and investigated in [27]. Most modern mesh generation techniques in two-point boundary value problems construct a smooth function mapping a uniform auxiliary grid to the desired nonuniform grid. In [27] a new system of control algorithms for constructing a grid density function \(\phi(x)\) is described. The local mesh width \(h_i = x_{i+1} - x_i\) is computed as \(h_i = \varepsilon_N/\psi_{i+1/2}\), where \(\varepsilon_N = 1/N\) is the accuracy control parameter corresponding to \(N\) subintervals, and the positive sequence \(\Phi = \{\psi_{i+1/2}\}_{i=0}^{N-1}\) is a discrete approximation to the continuous density function \(\phi(x)\), representing the mesh width variation. Using an error estimate, a feedback control law generates a new density from the previous one. Digital filters may be employed to process the error estimate as well as the density [28].

6.2. Finite difference schemes (FDS)

The second algorithm used for the numerical simulations is the MATLAB™ code HoFiD_UP [29]. This solver is based on finite difference schemes whose order is even and varies from 4 to 8, and can solve \(k\)-th order ODE systems including those of the form (93), subject to general nonlinear boundary conditions. The main idea of the algorithm is to discretize each derivative separately by means of high order finite differences with a variable number of initial/final values. Again we use the grid \(\Delta\) and denote the approximations to the exact solution by \(y_i \approx y(x_i), i = 0, 1, \ldots, n\). Then the \(r + s\) steps formula approximating the \(\nu\)-th derivative in the grid point \(x_i\) is given by

\[
y^{(\nu)}(x_i) \approx y_i^{(\nu)} = \frac{1}{h_i^\nu} \sum_{j=-s}^{r} \alpha^{(s, \nu)}_{i+j} y_{i+j}.
\]

This formula includes \(s\) values of \(y\) on the left-hand side of \(y_i\), \(r\) values of \(y\) on the right-hand side of \(y_i\) and \(y_i\) itself. The coefficients \(\alpha^{(s, \nu)}_{i+j}\) are computed to obtain the maximal order of consistency, \(q = r + s + 1 - \nu\) and depend on the ratio of the interval lengths in two consecutive blocks. Popular choices for \(r\) are \(r = s - 1\) or \(r = s\). For
more details see the discussion of the boundary value methods (BVMs) in [30]. In HoFiD_UP an adaptive step control technique is utilised which aims at the equidistribution of the local error (residual). The error is estimated using the deferred correction technique involving two consecutive even order schemes [31]. Moreover, the variable mesh consists of blocks of at least \(q + 4\) equidistant points each, so that the whole grid is piecewise constant. For stiff ODEs, or singularly perturbed problems with very small perturbation parameters, order variation and continuation strategies are implemented. The order of the method is then chosen depending on the tolerances and for nonlinear problems the continuation strategy is applied. Experimental results show that, in general, the grids from HoFiD_UP are coarser when compared with other available software [29]. The efficiency and robustness of the above schemes has been illustrated in the context of singular eigenvalue Sturm-Liouville problems [32], the porous medium equation [33], and multi-parameter BVPs with singular points [34].

7. Numerical simulations

We now apply the methods described in the previous section to equation (6). To ensure that we only find those algebraically decaying solutions which are not highly oscillating, and are thus consistent with the conditions (7), (9), (10) we require that the solutions should satisfy the asymptotic boundary conditions

\[
\frac{2}{(p-1)}w(\xi) + \xi w_\xi(\xi) \xrightarrow{\xi \to \pm \infty} 0, \quad w_{\xi\xi}(\xi) \xrightarrow{\xi \to \infty} 0.
\]  

We solve this system by using both numerical methods specified in Section 6 independently. In particular, we determine the maximum of the solution, its location and the tail behaviour of the solution. We show that the results of the numerical calculations agree closely with the predictions of Proposition 1.

7.1. Problem setting and numerical results for \(p = 6\)

We solve the problem (6), (95) on a finite interval \((-L,L)\) with a sufficiently large \(L\). This method is appropriate as the solution decays fairly rapidly for \(L \to \infty\) and consequently, the length \(L\) can be chosen to be not too large. Accordingly we replace the boundary condition (95) with the finite domain condition:

\[
\frac{2}{(p-1)}w(-L) - Lw_\xi(-L) = 0, \quad \frac{2}{(p-1)}w(L) + Lw_\xi(L) = 0, \quad w_{\xi\xi}(L) = 0.
\]

7.1.1. Convergence orders and plots of the numerical solutions

We illustrate the behavior of adaptive collocation methods for the relatively moderate value of \(p = 6\). There, it was found by varying \(L\) that \(L = 30\) is sufficient\(^3\), since on larger intervals the values \(w(-6), w(0)\) and \(\|w\|_\infty\) no longer change with \(L\), see Table 1.

\(^3\)However, for \(p\) closer to 5, the simulations require a larger interval, see Section 7.2.2.
Since according to the results, enlarging $L$ beyond $L = 30$ has almost no influence, we fix $L = 30$ for the asymptotic simulations based on PolColl, which are reported in Section 7.2.1. The reliability of the computations is demonstrated by the convergence orders documented in Table 2, which are calculated empirically for collocation at two resp. three equidistant and two Gaussian collocation points, where the errors are calculated by comparison with a precise reference solution.

### Table 2: PolColl

<table>
<thead>
<tr>
<th>$L$</th>
<th>$w(-6)$</th>
<th>$w(0)$</th>
<th>$|w|_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.8059</td>
<td>0.0501</td>
<td>1.3515</td>
</tr>
<tr>
<td>20</td>
<td>0.8054</td>
<td>0.0501</td>
<td>1.3515</td>
</tr>
<tr>
<td>30</td>
<td>0.8055</td>
<td>0.0501</td>
<td>1.3515</td>
</tr>
<tr>
<td>40</td>
<td>0.8055</td>
<td>0.0501</td>
<td>1.3515</td>
</tr>
<tr>
<td>50</td>
<td>0.8055</td>
<td>0.0501</td>
<td>1.3515</td>
</tr>
</tbody>
</table>

Table 1: Change in the solution characteristics with integration interval $[-L, L]$. 

### Table 2: PolColl

<table>
<thead>
<tr>
<th>$h$</th>
<th>$err_{e2}$</th>
<th>ord</th>
<th>$err_{e3}$</th>
<th>ord</th>
<th>$err_{e2}$</th>
<th>ord</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/50</td>
<td>$1.8600e-02$</td>
<td>$-$</td>
<td>$1.1300e-02$</td>
<td>$-$</td>
<td>$1.6601e-05$</td>
<td>$-$</td>
</tr>
<tr>
<td>1/100</td>
<td>$2.6000e-03$</td>
<td>$2.86$</td>
<td>$1.9915e-05$</td>
<td>$9.15$</td>
<td>$3.2406e-05$</td>
<td>$-0.97$</td>
</tr>
<tr>
<td>1/200</td>
<td>$6.5774e-04$</td>
<td>$2.00$</td>
<td>$1.2560e-06$</td>
<td>$3.99$</td>
<td>$2.0160e-06$</td>
<td>$4.01$</td>
</tr>
<tr>
<td>1/400</td>
<td>$1.6427e-04$</td>
<td>$2.00$</td>
<td>$7.8684e-08$</td>
<td>$4.00$</td>
<td>$1.2554e-07$</td>
<td>$4.01$</td>
</tr>
<tr>
<td>1/800</td>
<td>$4.1061e-05$</td>
<td>$2.00$</td>
<td>$4.9202e-09$</td>
<td>$4.00$</td>
<td>$7.8396e-09$</td>
<td>$4.00$</td>
</tr>
</tbody>
</table>

Table 2: PolColl: Errors ‘err,’ and convergence orders (‘ord’) of collocation at two and three equidistant collocation points (‘e2’ resp. ‘e3’) as well as of collocation at two Gaussian points (‘g2’). The results are computed for $L = 10$. 

#### 7.1.2. Solving the problem for $p = 6$ with the adaptive mesh option

Next, we solve the problem with $p = 6$ using bvpsuite1.1 as described in Section 6.1 in conjunction with mesh adaptation in order to observe if the meshes correctly reflect the solution behaviour. Similar results are obtained using the FDS method described in Section 6.2. For the absolute and relative tolerances $TOL_a = TOL_r = 10^{-4}$, the results can be found in Figure 2. The problem was solved using collocation at one Gaussian point and $L = 20$. We denote by $M_i$ the number of subintervals in the equidistant initial mesh, $M_f$ is the number of subintervals in the final mesh chosen by our adaptive mesh selection procedure. Figure 2 shows for $M_i = 3200$ a typical location of the mesh points which become denser in the region where the solution changes rapidly. In the figure, we only show 40 mesh points out of $M_f = 3333$ points. Typically, the number of mesh points in the final mesh does not depend on $M_i$ in case that $M_i$ is sufficiently large to provide dependable information on the solution structure. If $M_i$ is too large, the code may reduce the number of mesh points. The rather dense mesh is due to the low method order, rough solution behaviour and required long interval of integration. In the next run, we choose two Gaussian collocation points and reduce $M_i$ to $M_i = 100$. Then, we
require $M_f = 558$ to satisfy the tolerance with an estimated error of $1.1796 \times 10^{-5}$. If we move to three Gaussian points and start with $M_i = 67$, then the code provides a solution whose estimated error is $3.9856e - 6$ with $M_f = 264$. In all three cases, the values of $w(-6)$, $w(0)$ and $\|w\|_{\infty}$ are the same and correct within the prescribed tolerance.

<table>
<thead>
<tr>
<th>$M_i$</th>
<th>$M_f$</th>
<th>$err_{abs}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>3332</td>
<td>$1.0189e-04$</td>
</tr>
<tr>
<td>400</td>
<td>3332</td>
<td>$1.0189e-04$</td>
</tr>
<tr>
<td>800</td>
<td>3332</td>
<td>$1.0189e-04$</td>
</tr>
<tr>
<td>1600</td>
<td>3332</td>
<td>$1.0189e-04$</td>
</tr>
<tr>
<td>3200</td>
<td>3332</td>
<td>$1.0189e-04$</td>
</tr>
</tbody>
</table>

Figure 2: Solution of equation (6) using the PolColl method with $TOL_a = TOL_r = 10^{-4}$ and $L = 20$.

7.2. The solution behaviour for $p$ varying from $p = 6$ to $p = 5$

7.2.1. Behaviour close to the peak

Having established the reliability of the numerical method, we now decrease the value of $p$ from 6 to 5 to allow a comparison with the asymptotic results. As $p \to 5$ we expect a far more pronounced (almost) singular peak in the solution, and thus the adaptivity will be essential. We use bvpsuite to solve (6), (96) for each $p$ specified in Figure 3, which illustrates the behavior of the peak in $w(\xi)$ as $p \to 5$. In Table 3, we collect data describing the change in the solutions while $p$ decays from 6 to 5, the location $\xi_{\text{max}}$ of the maximum in column two, the value of the maximum $w(\xi_{\text{max}})$, see column three (illustrated in Figure 3, and the norms $\|w\|_{L^2}$, $\|w'\|_{L^2}$, $\|w\|_{H^1}$ in columns four, five, and six$^4$, respectively.

Now, we will compare the results from the numerical simulations with those of the asymptotic analysis as summarized in Proposition 1. We first study the solution close to the peak. In Figure 4 (left) we present a log-log plot of $w(\xi_{\text{max}})$ plotted as a function of $p - 5$. We plot the numerical values of $w(\xi_{\text{max}})$ in red, and in the blue the approximation

$^4$To compute the $H^1$-norm of $w(\xi)$, we use approximation by a sum of eight Gaussian functions,

$$w(\xi) \approx \sum_{i=1}^{8} a_i \exp\left(-\left(\frac{\xi - b_i}{c_i}\right)^2\right), a_i, b_i, c_i \in \mathbb{R}.$$
Figure 3: PolColl: Numerical solutions $w(\xi)$ obtained by collocation at one Gaussian point for varying values of $5 < p < 6$. In this plot we see the peak of the solution $w(\xi)$ moving to the left, and becoming more singular, as $p \to 5^+$.  

<table>
<thead>
<tr>
<th>$p$</th>
<th>$\xi_{\text{max}}$</th>
<th>$w(\xi_{\text{max}})$</th>
<th>$|w|_{L^2}^2$</th>
<th>$|w'|_{L^2}^2$</th>
<th>$|w|_{H^1}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.9</td>
<td>-5.4750</td>
<td>1.3750</td>
<td>3.3853</td>
<td>1.5448</td>
<td>4.9301</td>
</tr>
<tr>
<td>5.8</td>
<td>-5.7375</td>
<td>1.4022</td>
<td>3.2745</td>
<td>1.6892</td>
<td>4.9637</td>
</tr>
<tr>
<td>5.7</td>
<td>-6.0750</td>
<td>1.4339</td>
<td>3.1752</td>
<td>1.8634</td>
<td>5.0386</td>
</tr>
<tr>
<td>5.6</td>
<td>-6.4875</td>
<td>1.4713</td>
<td>3.0735</td>
<td>2.0911</td>
<td>5.1646</td>
</tr>
<tr>
<td>5.5</td>
<td>-7.0875</td>
<td>1.5168</td>
<td>2.9831</td>
<td>2.3778</td>
<td>5.3609</td>
</tr>
<tr>
<td>5.4</td>
<td>-7.9125</td>
<td>1.5773</td>
<td>2.8905</td>
<td>2.8139</td>
<td>5.7044</td>
</tr>
<tr>
<td>5.3</td>
<td>-9.2625</td>
<td>1.6597</td>
<td>2.8135</td>
<td>3.4660</td>
<td>6.2795</td>
</tr>
<tr>
<td>5.2</td>
<td>-11.8125</td>
<td>1.7846</td>
<td>2.7295</td>
<td>4.6628</td>
<td>7.3923</td>
</tr>
<tr>
<td>5.10</td>
<td>-18.3375</td>
<td>2.0291</td>
<td>2.6941</td>
<td>7.6880</td>
<td>10.3821</td>
</tr>
<tr>
<td>5.09</td>
<td>-19.4875</td>
<td>2.0625</td>
<td>2.6928</td>
<td>8.2956</td>
<td>10.9884</td>
</tr>
<tr>
<td>5.08</td>
<td>-21.2625</td>
<td>2.1078</td>
<td>2.6909</td>
<td>9.0208</td>
<td>11.7117</td>
</tr>
<tr>
<td>5.07</td>
<td>-23.0437</td>
<td>2.1545</td>
<td>2.6761</td>
<td>9.8819</td>
<td>12.5580</td>
</tr>
<tr>
<td>5.06</td>
<td>-25.4812</td>
<td>2.2105</td>
<td>2.6186</td>
<td>10.9553</td>
<td>13.6369</td>
</tr>
</tbody>
</table>

Table 3: PolColl: Characteristic data for $w(\xi)$, $5.06 \leq p \leq 5.90$, $\xi \in [-30, 30]$ 

from 16). In Figure 4 (right) we similarly present a log-log plot of $-\xi_{\text{max}}$ plotted as a function of $p - 5$, comparing the numerical (red) and theoretical approximation given in (16). Both plots in Figure 4 show a convergence of the numerical calculations to the asymptotic estimate as $p$ approaches $p = 5$ and give convincing evidence for their accuracy. Recall that the asymptotic analysis is performed for $p$ close to $p = 5$. We conclude that the numerical calculations strongly support the asymptotic estimates for the behaviour of the peak.
7.2.2. Behaviour in the solution tails

We now consider the asymptotic behaviour of the tails of the function \( w(\xi) \) as \( \xi \to \pm \infty \) and \( p \to 5 \) for which the approximations are given in (12) with (18). To obtain a numerical estimate we assume the ansatz that the solution has the following form

\[
    w(\xi) = a \cdot (-\xi)^b \quad \text{for} \quad \xi \to -\infty \quad \text{and} \quad w(\xi) = c \cdot \xi^d \quad \text{for} \quad \xi \to \infty.
\]

The values of \( a, b, c, d \) are then estimated by fitting this ansatz to the numerical solution data. Using the FDS method of Section 6.2, we were able to cover the interesting range close to \( p = 5.0 \), see Table 4 for \( p \) between \( p = 5.1 \) and \( p = 5.015 \). As a starting guess, solution values from a FDS of order 6 with constant stepsize \( h = 0.01 \) have been used. The values of the approximate solution were provided from the FDS on the intervals \([\xi_{\text{max}} - 350, \xi_{\text{max}} + 50]\) and \([\xi_{\text{max}} - 50, \xi_{\text{max}} + 350]\). Thereafter, we applied the PolColl method to provide the solution values in the required intervals \([\xi_{\text{max}} - 1030, \xi_{\text{max}} - 30]\) for \( \xi \to -\infty \) and \([\xi_{\text{max}} + 30, \xi_{\text{max}} + 1030]\) for \( \xi \to \infty \). As a first observation, these results show a perfect agreement between the estimates of \( b, d \) and the asymptotic estimate of \( -2/(p - 1) \) given in (12). It is also very clear that \( a \gg c \). Indeed the values of \( c \) are extremely small and to determine them is an arbitrary test for the numerical method.

**Behaviour as \( \xi \to -\infty \).**

Now, we compare the numerically obtained value of \( a \) with the theoretical approximation in (18) which gives that \( a = C^+ = 0.8247 \ldots (p - 5)^{1/2} \). To examine this estimate in Figure 5 we plot \( a/(p - 5)^{1/2} \) as a function of \((p - 5)\) (on a linear scale) and include the value of 0.8247. We see that, apart from what appears to be loss of a numerical accuracy for the smallest value of \( p - 5 \), there is strong support for the asymptotic estimate.

**Behaviour as \( \xi \to \infty \).**

In the numerical estimate, we have observed that \( c \to 0 \) very rapidly as \( p \to 5 \). This is
Table 4: Starting values from FDS, final step with PolColl: Coefficients of the function $f(\xi) = a \cdot (-\xi)^b$ for $\xi \to -\infty$ and $g(\xi) = c \cdot \xi^d$ for $\xi \to \infty$.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
<th>$d$</th>
<th>$-2/(p-1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.100</td>
<td>0.2457</td>
<td>-0.4878</td>
<td>1.125e-12</td>
<td>-0.4877</td>
<td>-0.4878</td>
</tr>
<tr>
<td>5.095</td>
<td>0.2400</td>
<td>-0.4884</td>
<td>2.499e-13</td>
<td>-0.4883</td>
<td>-0.4884</td>
</tr>
<tr>
<td>5.090</td>
<td>0.2342</td>
<td>-0.4890</td>
<td>4.681e-14</td>
<td>-0.4889</td>
<td>-0.4890</td>
</tr>
<tr>
<td>5.085</td>
<td>0.2281</td>
<td>-0.4896</td>
<td>7.205e-15</td>
<td>-0.4895</td>
<td>-0.4896</td>
</tr>
<tr>
<td>5.080</td>
<td>0.2219</td>
<td>-0.4902</td>
<td>8.745e-16</td>
<td>-0.4901</td>
<td>-0.4902</td>
</tr>
<tr>
<td>5.075</td>
<td>0.2154</td>
<td>-0.4908</td>
<td>7.957e-17</td>
<td>-0.4907</td>
<td>-0.4908</td>
</tr>
<tr>
<td>5.070</td>
<td>0.2086</td>
<td>-0.4914</td>
<td>5.142e-18</td>
<td>-0.4913</td>
<td>-0.4914</td>
</tr>
<tr>
<td>5.065</td>
<td>0.2015</td>
<td>-0.4920</td>
<td>2.173e-19</td>
<td>-0.4919</td>
<td>-0.4920</td>
</tr>
<tr>
<td>5.060</td>
<td>0.1942</td>
<td>-0.4926</td>
<td>5.376e-21</td>
<td>-0.4925</td>
<td>-0.4926</td>
</tr>
<tr>
<td>5.055</td>
<td>0.1864</td>
<td>-0.4932</td>
<td>6.807e-23</td>
<td>-0.4931</td>
<td>-0.4932</td>
</tr>
<tr>
<td>5.050</td>
<td>0.1782</td>
<td>-0.4938</td>
<td>3.548e-25</td>
<td>-0.4937</td>
<td>-0.4938</td>
</tr>
<tr>
<td>5.045</td>
<td>0.1695</td>
<td>-0.4944</td>
<td>5.730e-28</td>
<td>-0.4944</td>
<td>-0.4944</td>
</tr>
<tr>
<td>5.040</td>
<td>0.1603</td>
<td>-0.4951</td>
<td>1.826e-31</td>
<td>-0.4950</td>
<td>-0.4950</td>
</tr>
<tr>
<td>5.035</td>
<td>0.1504</td>
<td>-0.4957</td>
<td>5.719e-36</td>
<td>-0.4956</td>
<td>-0.4957</td>
</tr>
<tr>
<td>5.030</td>
<td>0.1396</td>
<td>-0.4963</td>
<td>5.411e-42</td>
<td>-0.4962</td>
<td>-0.4963</td>
</tr>
<tr>
<td>5.025</td>
<td>0.1278</td>
<td>-0.4969</td>
<td>1.813e-50</td>
<td>-0.4968</td>
<td>-0.4969</td>
</tr>
<tr>
<td>5.020</td>
<td>0.1144</td>
<td>-0.4975</td>
<td>2.370e-63</td>
<td>-0.4974</td>
<td>-0.4975</td>
</tr>
<tr>
<td>5.015</td>
<td>0.0987</td>
<td>-0.4981</td>
<td>7.311e-86</td>
<td>-0.4980</td>
<td>-0.4981</td>
</tr>
</tbody>
</table>
consistent with the estimate

\[ c = C^- = 3.895 \ldots (p - 5)^{-1/2} e^{-2.9172/(p-5)} \]

in (18) As a first check of this estimate in Figure 6 (left) we plot \( \log(c) \) as a function of \( 1/(p - 5) \). We note that this graph is (as expected) close to linear with an estimated gradient close to the predicted value of \(-2.9172\). As a more refined calculation, in Figure 6 (right) we give a log-log plot of \( c \) as a function of \( p - 5 \) in red, and compare with the asymptotic approximation in blue. Again, apart from the results for \( p - 5 \) very close to zero, we have excellent agreement between the asymptotic and numerical estimates over a huge range of values assumed by \( c \). We conclude that the behaviour in the tails of the numerically calculated solution is close to that found in the asymptotic analysis.

8. Conjectures for \( p = 5 \)

The case of \( p = 5 \) is critical, and there is no self-similar blow-up solution at this value. This case has been considered by a number of authors, see for example [16, 15]. Many
other nonlinear PDEs exhibit such critical behaviour. For example, both the nonlinear heat equation and the radially symmetrical NLS equation given respectively by

\[ u_t = (u^\alpha u_x)_x \quad \text{and} \quad iu_t + u_{rr} + \frac{d-1}{r}u_r + u|u|^2 = 0, \]

have self-similar blow-up solutions for \( \alpha > 0 \) or \( d > 2 \), which break down as \( \alpha \to 0 \) or as \( d \to 2 \) [35, 36]. In the case of \( \alpha = 0 \) or \( d = 2 \) we see approximately self-similar blow-up [37] in which terms of the form \( \log |T-t| \) arise in the asymptotic expressions. These terms derive from the existence of a Centre-Manifold in the rescaling of the PDE using the self-similar variables. We conjecture from the asymptotic arguments presented earlier, that similar behaviour arises in the case of the GKdV equation.

To make this argument more precise we combine all of the asymptotic results. In the bump region it follows that as \( t \to T \) and as \( p \to 5 \), and hence \( \epsilon \to 0 \), we have

\[ \phi(x, t) \sim \epsilon (T - t)^{-1/6} Q_5 \left( \epsilon^{-1/3} \left( \frac{x}{(T - t)^{1/3}} + \epsilon^{-2/3} \right) \right). \quad (97) \]

Using an argument analogous to that for blow-up solutions of the NLS equation in the limit of dimension \( d \to 2 \) (and the nonlinear heat equation) we conjecture that at \( p = 5 \) we should replace the \( \epsilon \) in the asymptotic expression (97) with the term \( 1/|\log(T - t)| \) (or a multiple of this). Therefore, we conjecture that the GKdV equation (1) has in the bump region, for \( p = 5 \), approximately self-similar behaviour of the form

\[ \phi(x, t) \sim |a \log(T - t)|^{1/6} (T - t)^{-1/6} Q_5 \left( |\log(T - t)|^{1/3} \left( \frac{x}{(T - t)^{1/3}} + b |\log(T - t)|^{2/3} \right) \right). \quad (98) \]

Observe that the form (98) implies that the rescaled point where the maximum (bump) is found moves to the left as \( t \to T \).

It is interesting to compare this conjecture with the results given in [16, 15]. The expression (98) corresponds to the choice

\[ \lambda(t) = (T - t)^{1/3}/|\log(T - t)|^{1/3} \]

in equation (8) in [16]. A simple calculation also shows that if \( \phi(x, t) \) takes the form in (98) then

\[ \|\phi_t\|_{L^2} \sim |\log(T - t)|^{1/3} (T - t)^{-1/3}. \]

This is consistent with the results presented in [16]. In particular with the lower bound given by

\[ (T - t)^{1/3} \|\phi_t\|_{L^2} \to \infty \quad \text{as} \quad t \to \infty, \]

and the upper bound that is found to be

\[ \|\phi_t\|_{L^2} \leq \frac{C}{(T - t)}. \]

However, it differs from the blow-up profile

\[ \phi(x, t) \sim \frac{A}{\sqrt{T - t}} Q_5 \left( \frac{A^2(x - x^*(t))}{(T - t)} \right) \quad (99) \]
which was described in [38] (see also [1]) for a certain class of initial data.

A more careful analytical and numerical study of the validity of either of the expressions (98) or (99) as limit profiles for different types of initial data is the subject of ongoing research. We note that the numerical method used will need to extend those described in [1] so that any logarithmic behaviours can be detected. This will involve computing the blow-up profile for very large values of $u$.

9. Conclusions

The formal asymptotic analysis presented here has clearly shown the nature of the similarity solution when $p > 5$ and the manner in which the similarity solution becomes singular as $p \rightarrow 5^+$. It has given detailed information about the solution which agrees closely with the results of some very careful numerical calculations. This gives us confidence in the use of both approaches to studying the blow-up solutions. The results have led to a formal conjecture of approximately self-similar behaviour when $p = 5$, giving a motivation for further very careful numerical and asymptotic investigations of this case.
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Appendix A. The asymptotic behaviour of the function $v_1(y)$

In this appendix, we determine the asymptotic expansions for the terms in the expression (43) for $v_1(y)$ as $y \rightarrow \pm \infty$. We start with the first term in (43) by first determining the asymptotics of $\int \psi_1 g \, ds$, (38). As $y \rightarrow \infty$ we have

$$-3 \int_{-\infty}^{y} \psi_1 g \, ds = \left( \frac{1}{2} \int_{-\infty}^{0} v_0 \, ds - C \right) v_0(0) + v_0 \left( -\frac{1}{2} \int_{-\infty}^{\infty} v_0 \, ds + \frac{1}{2} v_0 y + C \right).$$

Similarly, as $y \rightarrow -\infty$

$$-3 \int_{-\infty}^{y} \psi_1 g \, ds = \left( \frac{1}{2} \int_{-\infty}^{0} v_0 \, ds - C \right) v_0(0) + \left( \frac{1}{2} v_0 y + C \right) v_0.$$

We now multiply by the function $\psi_2(y)$ and use the result that $\psi_2(y)v_0(y) \rightarrow -2/B^2 = -3/2$, as $y \rightarrow \pm \infty$, to deduce that as $y \rightarrow \infty$

$$-3 \psi_2(y) \int_{-\infty}^{y} \psi_1 g \, ds = \psi_2(y)v_0(0) \left( \frac{1}{2} \int_{-\infty}^{0} v_0 \, ds - C \right)$$

$$-3 \left[ -\int_{-\infty}^{\infty} v_0 \, ds + y v_0(y) + 2C \right].$$
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Similarly, as \( y \to -\infty \) we have
\[
-3 \psi_2(y) \int_{-\infty}^{y} \psi_1 g \, ds = \psi_2(y) v_0(0) \left( \frac{1}{2} \int_{-\infty}^{0} v_0 \, ds - C \right) - \frac{3}{4} (y v_0(y) + 2C).
\]

Next, we determine the leading order of the other terms of the form \( \psi_1(y) (J_1 + J_2 + J_3) \) in the expression (43) for \( v_1(y) \), where we use the identities (40), (41) and (42). We find that
\[
\psi_1(y) J_1 \to \pm \frac{1}{2} \sqrt{2} A B e^{-\frac{by_0}{2}}
\]
as \( y \to \pm \infty \). Similarly, as \( y \to \pm \infty \),
\[
\psi_1(y) J_2 \to \pm \frac{1}{2} \sqrt{2} A B e^{-\frac{by_0}{2}} \frac{8 \sinh(By) + 12 i E \left( \frac{iBy}{2} \right) 2}{AB^3}
\]
\[
= \frac{1}{2B^2} (8 - 12) = -\frac{2}{B^2}.
\]

Now, we determine the leading order form of \( \psi_1(y) J_3 \) by splitting \( J_3 \) in (42) into two terms. The first term, multiplied by \( \psi_1(y) \), is given to leading order by
\[
\frac{4 \psi_1(y)}{B^4} \left( \log(\cosh(By)) - \sinh(By) \cosh^{-\frac{1}{2}}(By) \int_{-\infty}^{By} \cosh^{-\frac{1}{2}}(w) \, dw \right)
\]
\[
= \frac{4 \psi_1(y)}{B^4} \left( \log(\cosh(By)) - \sinh(By) \cosh^{-\frac{1}{2}}(By) \left( -2i F \left( \frac{iBy}{2} \right) + \frac{i}{2} \Gamma \left( \frac{1}{4} \right) \frac{2}{2\sqrt{2\pi}} \right) \right)
\]
\[
= \frac{4 \psi_1(y)}{B^4} \left( \frac{By}{2} + \frac{i}{2} \Gamma \left( \frac{1}{4} \right) \frac{2}{2\sqrt{2\pi}} e^{-\frac{iy_0}{2}} \right)
\]
\[
= \frac{\sqrt{2} \Gamma \left( \frac{1}{4} \right)}{B^3 \sqrt{2\pi}} + \sqrt{2} \frac{A}{B^2} y e^{-\frac{iy_0}{2}}.
\]
for \( y \to \infty \). Similarly, if \( y \to -\infty \)
\[
\frac{4 \psi_1(y)}{B^4} \left( \log(\cosh(By)) - \sinh(By) \cosh^{-\frac{1}{2}}(By) \int_{-\infty}^{By} \cosh^{-\frac{1}{2}}(w) \, dw \right) = \sqrt{2} \frac{A}{B^2} y e^{-\frac{iy_0}{2}}.
\]
The second term in \( J_3 \) can be found by using the result that
\[
\int_{0}^{By} \cosh^{\frac{1}{2}}(r) \left( -2i F \left( \frac{ir}{2} \right) + \frac{i}{2} \Gamma \left( \frac{1}{4} \right) \frac{2}{2\sqrt{2\pi}} e^{-\frac{iy_0}{2}} \right) \, dr
\]
\[
= -2i \int_{0}^{By} \cosh^{\frac{1}{2}}(r) F \left( \frac{ir}{2} \right) \, dr + \frac{i}{2} \Gamma \left( \frac{1}{4} \right) \frac{2}{2\sqrt{2\pi}} \left( E \left( \frac{iBy}{2} \right) - E(0|2) \right)
\]
\[
= \int_{0}^{By} \cosh^{\frac{1}{2}}(r) F \left( \frac{ir}{2} \right) \, dr - \frac{i}{4} \Gamma \left( \frac{1}{4} \right) \frac{2}{2\sqrt{2\pi}} e^{-\frac{iy_0}{2}}. \tag{A.1}
\]
Here, \( F \) is the incomplete elliptic integral of the first kind and we use the asymptotic expansion of \( F \) for \( y \to -\infty \). The still unknown term
\[
2i \int_{0}^{By} \cosh^{\frac{1}{2}}(r) F \left( \frac{ir}{2} \right) \, dr,
\]
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cannot be determined explicitly, but we determine its asymptotic form as \( y \to \pm \infty \) in Appendix Appendix B.

Multiplying (A.1) by \( \psi_1(y) \), this yields

\[
\frac{3\psi_1}{B^4} \int_0^{By} \cosh^{1/2}(r) \left( -2iF \left( \frac{ir}{2} \right) + \frac{i\Gamma(\frac{1}{4})^2}{2\sqrt{2\pi}} \right) dr = \frac{3\psi_1 \Gamma(\frac{1}{4})^2}{\sqrt{2\pi}B^4} e^{By} = -\frac{3\Gamma(\frac{1}{4})^2}{\sqrt{2\pi}B^3} (A.2)
\]

for \( y \to \infty \), and

\[
\frac{3\psi_1}{B^4} \int_0^{By} \cosh^{1/2}(r) \int_{-\infty}^{r} \cosh^{-1/2}(w) dw dr = 0,
\]

for \( y \to -\infty \).

Summarising, as \( y \to \infty \)

\[
\psi_1(y)J_3 \to -\frac{A}{2B^3 \sqrt{2\pi}} - \sqrt{2} \frac{A}{B^2} ye^{-\frac{1}{2}By},
\]

and as \( y \to -\infty \)

\[
\psi_1J_3 \to \sqrt{2} \frac{A}{B^2} ye^{-\frac{1}{2}By}.
\]

Therefore, collecting all the above we find that as \( y \to \infty \)

\[
-3\psi_1(y) \int_0^{y} \psi_2 g dr \to -\frac{A}{B^3 \sqrt{2\pi}} + C \frac{2}{B^2} + \sqrt{2} \frac{A}{B^2} ye^{-\frac{1}{2}By}, \quad (A.3)
\]

and as \( y \to -\infty \)

\[
-3\psi_1(y) \int_0^{y} \psi_2 g dr \to C \frac{2}{B^2} + \sqrt{2} \frac{A}{B^2} ye^{-\frac{1}{2}B|y|}.
\]

Finally, substituting all these results into (37) we find the asymptotic expansions for \( v_1(y) \) given in (44) and (45).

Appendix B. The asymptotic expansion of \( \int_0^{By} \cosh^{1/2}(r)F \left( \frac{ir}{2} \right) dr \)

We determine the asymptotics of the integral \( \int_0^{By} \cosh^{1/2}(r)F \left( \frac{ir}{2} \right) dr \) by splitting the integral, using the fact that the function \( 2iF \left( \frac{ir}{2} \right) \) is odd and bounded. Therefore, we can split the integral such that the first part is constant and the second part can be determined by using the asymptotic limit of \( 2iF \left( \frac{ir}{2} \right) \). First, we study the region
$y > 0$. Introducing the value $1 \ll y_0 < y$, we rewrite the integral as

\[
2i \int_0^{B y} \cosh^{\frac{1}{2}}(r) F \left( \frac{ir}{2} \right) dr
\]

\[
= 2i \left\{ \int_0^{B y_0} \cosh^{\frac{1}{2}}(r) F \left( \frac{ir}{2} \right) dr + \int_{B y_0}^{B y} \cosh^{\frac{1}{2}}(r) F \left( \frac{ir}{2} \right) dr \right\}
\]

\[
= 2i \left\{ i C_1 + \int_{B y_0}^{B y} \cosh^{\frac{1}{2}}(r) F \left( \frac{ir}{2} \right) dr \right\}
\]

\[
= 2i \left\{ i C_1 + \lim_{w \to \infty} \int_{B y_0}^{B y} \cosh^{\frac{1}{2}}(r) F \left( \frac{ir}{2} \right) dr \right\}
\]

for some constant $C_1$. Next, we use the results that the integral of $\cosh^{\frac{1}{2}}(r)$ can be determined explicitly as the incomplete integral of the second kind $E$, and that the asymptotic expressions of both $F$ and $E$ are known. We deduce that as $y \to \infty$

\[
2i \int_0^{B y} \cosh^{\frac{1}{2}}(r) F \left( \frac{ir}{2} \right) dr
\]

\[
= 2i \left\{ i C_1 - 2i \lim_{w \to \infty} \int_{B y_0}^{B y} \frac{i w}{2} \left( E \left( \frac{i w}{2} \right) - E \left( \frac{i B y_0}{2} \right) \right) \right\}
\]

\[
= -4i \lim_{w \to \infty} \int_{B y_0}^{B y} \frac{i w}{2} \left( E \left( \frac{i B y_0}{2} \right) \right) + \text{h.o.t.}
\]

\[
= -4i \frac{\Gamma \left( \frac{1}{4} \right)^2 i}{4\sqrt{2\pi}} e^{\frac{B y |y|}{2}} + \text{h.o.t.}
\]

\[
= \frac{\Gamma \left( \frac{1}{4} \right)^2}{2\sqrt{\pi}} e^{\frac{B y |y|}{2}}
\]

For $y < 0$, we determine the integral by transforming the integration variable by setting $r = -s$ which leads to

\[
2i \int_0^{B y} \cosh^{\frac{1}{2}}(r) F \left( \frac{ir}{2} \right) dr = 2i \int_{-B y}^{-B y_0} \cosh^{\frac{1}{2}}(s) F \left( \frac{is}{2} \right) ds.
\]

Therefore, by using the above asymptotic expressions as $y \to \infty$, we find that

\[
2i \int_0^{B y} \cosh^{\frac{1}{2}}(r) F \left( \frac{ir}{2} \right) dr = \frac{(\Gamma \left( \frac{1}{4} \right))^2 e^{\frac{B y |y|}{2}}}{2\sqrt{\pi}} + \text{h.o.t.}
\]

as $y \to -\infty$.


