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Abstract

This paper deals with the problem of throwing middle-sized low Earth orbit debris objects into the atmosphere via laser ablation. The post-Newtonian equations here provided allow (hypothetical) space-based acquisition, pointing and tracking systems endowed with very narrow laser beams to reach the pointing accuracy presently prescribed. In fact, whatever the orbital elements of these objects may be, these equations will allow the operators to account for the corrections needed to balance the deviations of the line of sight directions due to the curvature of the paths the laser beams are to travel along. To minimize the respective corrections, the systems will have to perform initial positioning manoeuvres, and the shooting point-ahead angles will have to be adapted in real time. The enclosed numerical experiments suggest that neglecting these measures will cause fatal errors, due to differences in the actual locations of the objects comparable to their size.
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1. Introduction

It is well known that shielding and avoidance manoeuvres prevent Earth satellites from potential damage produced by small and large debris objects respectively. It is in fact the collisions with middle-sized objects, whose size ranges between 1 cm and 10 cm, the main concern at present, as causing the most serious damage to the satellites. The post-Newtonian (p-N) equations provided in this paper will allow the operators to reach the prescribed pointing accuracy for future acquisition, pointing and tracking (APT) systems endowed with very narrow laser beams to throw into the atmosphere object of this size in low Earth orbit (LEO) by means of laser ablation.

The paper is motivated by recent research activities in solving this problem, in particular, [1, 2, 3, 4]. Detailed descriptions of the problem can be found in [1, 5, 6, 7, 8, 9, 10], see also [11, 12, 13], and a benchmark for our discussion is [14].

According to those authors, removing space debris is a significant highly actual problem, which in future will steadily gain in relevance.
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In fact, there are hundreds of thousand of middle-sized pieces of debris in LEO orbits that cannot be tracked by the current sensor networks. This represents a serious invisible threat that may involve nearly a million potential impacts, capable of damaging active satellites, or leading to loss of function after collisions.

Hence, there is a growing consensus to develop space-based APT laser systems aiming at removing these objects in order to ensure a safe future for space activities [1, 6, 12].

However, the state of constructive measures to carry on with this program is not satisfactory. At present, neither such systems, nor practical activities leading to establishing them in space, are available.

On the other hand, removal of debris per laser ablation can be considered as the best method to solve the problem [1, 4, 8, 9, 13]; see also [10] and [11], as a motivation of the autonomous shooting proposed in [15].

1Ground-based systems seem not to be suitable to acquire and track middle-sized objects. This is due to the poor initial estimation of their orbital elements. Other restriction is related to passing high power radiation through the atmosphere which may result in loss of the optical quality of the laser beams. Moreover, these systems cannot be used in cloudy conditions and the power of the laser beams required to reach the objects from the Earth surface is too large due to the long distances, [1, 7].
In fact, from the performance models discussed in [1, 2, 3, 4], which are very promising, and from other related publications, such as [12], we can conclude that laser technology for use by future space-based systems has substantially matured during the recent years.

Moreover, pointing technology must have matured even more; for, while there are detailed descriptions of lasers potentially suitable for decaying of such objects into the atmosphere via laser ablation, see [2, 3, 4], data related to pointing accuracy are hardly available.

Looking at available material, two conclusions can be drawn: from [3], that with one laser and one 2.44 m diameter mirror, the diameter of the beam spot at focusing distances below 100 km is smaller than 15 cm; and from [12], that with one laser and one 3 m diameter mirror, the diameter of the beam spot at focusing distances below 250 km is smaller than 11 cm.

Consequently, if the objects of interest are to be removed by focussing on them laser beams with spot sizes at the centimeter level, suitable pointing procedures that include corrections at this level of accuracy are necessary.

Hence, the aim of the present work is to show that the p-N non-linear equations for the relative motions introduced in [16] are essential to guarantee the required accuracy.

Here, some remarks are in place to put this paper in a global perspective.

First of all, we show that these equations provide corrections to the Newtonian locations that cannot be derived by using Newtonian methods, or by simple p-N linear equations, see [17, 18, 19]. Moreover, we show that under any circumstance of interest, the size of the p-N corrections is similar to the size of the objects involved. And finally, we demonstrate that using the autonomous shooting procedure proposed in [15] minimizes the pointing corrections in real time. In summary, this paper is the last step in a development initiated with [19].

The possible success in applying the derived corrections can be supported by the following facts: (i) the p-N equations suit the recommendation made in [14]; (ii) the results fit perfectly well with those of related research e.g in Space Geodesy [20], Positioning [21], Navigation [22, 23, 24], and Geolocation [25, 26, 27, 28], and (iii) the equations account for the deviations of the line of sight (LOS) directions, derived by Synge, due to the curvature of space along the paths that the narrow laser beams travel along, see [29] and Section 3.

The recommendation by Montenbruck and Gill could already be found in the popular book Satellite Orbits, 1st. Edition (2000), and refers to Space Geodesy, but it can obviously be extended to the problem at hand. It says: 'As a rough rule, the size of general relativistic effect is given by the Schwarzschild radius of the Earth \((2GM/c^2)\) of about 1 cm. Any application in satellite geodesy that approaches this level of accuracy must carefully consider the effects of general relativity.'

The paper is organized as follows. The global space-time metric and the orbital equation based on the geodesic principle used to analyze time-delays and perigee advances, [20, 22, 25, 28], are introduced in Section 2. A detailed description of the structure of the metric about the APT systems and the characteristics of the p-N equations for the relative motions can be found in Section 3. We refer the reader to the complete derivation of these equations to Appendix A. The report on the numerical simulations showing the size of the p-N corrections, as well as the procedure that allows to minimize these corrections, are in Section 4. We complete the paper by conclusions and recommendation on how to increase the pointing accuracy, see Section 5.

2. Initial Observations

An important observation made in many papers cited above, is that to achieve accuracy at the centimeter level while determining positions of middle-sized LEO debris objects, it is necessary to assume that the structure of the space-time about the Earth is described by the second order p-N approximation to the Schwarzschild field, cf. e.g. [14].

According to Synge [29], this structure in Earth Centered Inertial (ECI) coordinates \((x_1, x_2, x_3)\), \(\alpha=1,2,3; G = c = 1\), is given by

\[
\begin{align*}
\delta_{\alpha\beta} &= \delta_{\alpha\beta} + O(\varepsilon^2), \\
g_{\alpha\delta} &= O(\varepsilon^{3/2}), \\
g_{44} &= -1 + \gamma_{44} + O(\varepsilon^2),
\end{align*}
\]

where

\[
\gamma_{44} = \frac{2m x_\alpha x_\beta}{r^2}, \quad \gamma_{44} = \frac{2m}{r}.
\]

Here, \(m\) is the mass of the Earth and \(r^2 = x_\alpha x^\alpha\); \(m\) and \(r\) are measured in seconds, and \(\varepsilon \sim O(m/r) \sim O(v^2)\), where \(v\) is the characteristic speed of the objects involved; therefore, \(\varepsilon\) is dimensionless.\(^2\)

This assumption implies that the ECI equations of motion for small objects can be derived from the well-known geodesic equations, in which the gravitational

\(^2\)Note that, because \((x_2, x_3)\) are ECI coordinates, \(x^\alpha = x_\alpha, x^1 = -x_4, \gamma_{ij} = \gamma_{ij} + O(\varepsilon^2)\) and \(g^{ij} = \eta^{ij} - \eta^{ij} u^i u^j\) up to \(O(\varepsilon^2)\).
force is given by the Christoffel symbols corresponding to this approximation, Eq. (A.4).

Hence, from (1), (2), and (A.1), (A.4), with (A.5) relaxed to $O(\varepsilon)$, see (A.16), (A.17), it follows that the p-N orbital equations in $(x^\alpha, x^\beta)$, $\alpha = 1, 2, 3$, or $(x, y, z, t)$ are, up to $O(\varepsilon^3)$.

$$\frac{d^2 x}{dt^2} = -\frac{m}{r^3} \left[ 1 + \left( 2 - \frac{3\varepsilon^2}{r^2} \right) \left( \frac{dx}{dt} \right)^2 + \left( 2 - \frac{3\varepsilon^2}{r^2} \right) \left( \frac{dy}{dt} \right)^2 \right]$$

$$+ \left( 2 - \frac{3\varepsilon^2}{r^2} \right) \left( \frac{dz}{dt} \right)^2 \frac{6\varepsilon x y dx dy}{r^2 dt dt} - \frac{6\varepsilon x y dy dz}{r^2 dt dt} - \frac{6\varepsilon y z dy dz}{r^2 dt dt} \right] x,$$

$$\frac{d^2 y}{dt^2} = -\frac{m}{r^3} \left[ 1 + \left( 2 - \frac{3\varepsilon^2}{r^2} \right) \left( \frac{dx}{dt} \right)^2 + \left( 2 - \frac{3\varepsilon^2}{r^2} \right) \left( \frac{dy}{dt} \right)^2 \right]$$

$$+ \left( 2 - \frac{3\varepsilon^2}{r^2} \right) \left( \frac{dz}{dt} \right)^2 \frac{6\varepsilon x y dx dy}{r^2 dt dt} - \frac{6\varepsilon x y dy dz}{r^2 dt dt} - \frac{6\varepsilon y z dy dz}{r^2 dt dt} \right] y,$$

$$\frac{d^2 z}{dt^2} = -\frac{m}{r^3} \left[ 1 + \left( 2 - \frac{3\varepsilon^2}{r^2} \right) \left( \frac{dx}{dt} \right)^2 + \left( 2 - \frac{3\varepsilon^2}{r^2} \right) \left( \frac{dy}{dt} \right)^2 \right]$$

$$+ \left( 2 - \frac{3\varepsilon^2}{r^2} \right) \left( \frac{dz}{dt} \right)^2 \frac{6\varepsilon x y dx dy}{r^2 dt dt} - \frac{6\varepsilon x z dy dz}{r^2 dt dt} - \frac{6\varepsilon y z dy dz}{r^2 dt dt} \right] z.$$

(3)

3 Equations of Motion

The p-N equations for the relative motion of any debris object, $D$, with respect to any space-based APT system, $S$, cannot be correctly derived by following the classical approach. That is to say, from the assumption that the relative position of $D$ with respect to $S$ is the difference of the ECI p-N positions of $D$ and $S$. The positions so derived are not reliable [17].

The reason is that, according to General Relativity, the space surrounding the Earth is curved and not flat. Moreover, according to this paradigm, the curvature of space about the Earth is different at different locations.

Hence, the ranging and angle measurements to be made by $S$ will depend not only on the predicted p-N orbital position of $S$, but also (and at least) on the curvature of space at the spots occupied by $S$, as well as on the velocity of $S$.

This conclusion is primarily taken into account by the metric in (A.7), which is the most simple metric that describes the geometry of the neighboring space of $S$, as seen from $S$ [18, 30].

Now, it follows that only close to $S$ – too close in terms of accuracy and security – the geometry surrounding $S$ is suitably described by this metric.

In fact, the associated geometry is not sufficiently precise for our purpose, since, according to [3, 12], $S$ has to reach $D$ at a long distance by means of a very narrow laser beam. Furthermore, reaching $D$ close to the atmosphere will become rather cumbersome, since the closer $D$ is to the atmosphere, the larger the speed of $D$ and the curvature of space will be.

This means that for any narrow laser beam to reach objects within operative distances, like those mentioned in the Introduction, see [3, 12], the pointing accuracy provided by (A.8) has to be increased by assuming that both the ranging and angle measurements made by $S$ will depend on more variables than those considered in deriving (A.7).

More precisely, we must assume that these measurements will depend not only on the curvature of space at the spots occupied by $S$, and on the velocity of $S$ in those spots, but also on the curvature at all spots of the virtual segments that will join, while orbiting, the positions of $S$ and $D$, as well as on the velocity of $D$.

This is the essential and subtle conclusion that was derived by Synge already in 1960 (!) [29], and it is also the most fruitful assumption in the present paper, since those segments are the LOS’s up to $O(\varepsilon)$.

We conclude then that in order to any pointing procedure can account for the p-N corrections to the Newtonian predictions for LEO debris object at realistic and safe distances, the geometry about $S$ must be the one in (A.9). In fact, this is the only structure that allows to satisfy this requirement, by means of the integrals in (A.10), which are to be taken along the segments joining the successive spots occupied by $S$ and $D$, say $[S, D]$.

Thus, we finally arrive at the p-N structure within the Schwarzschild field up to $O(\varepsilon^3)$, suggested by Montenbruck and Gill, and obtain the following p-N equations of motion of $D$’s with respect to $S$’s. They are now to be used to derive the corrections in local Fermi quasi-Cartesian coordinates, $X^{(\alpha)} = X^{(\alpha)} + (x^\alpha_S - x^\alpha_S) + O(\varepsilon) = ((x^{(\alpha)}_D - (x^{(\alpha)}_S)) + O(\varepsilon)$, where $x^\alpha_S = (x^\alpha_S)_D$ and $x^\alpha_S = (x^\alpha_S)_S$ are the ECI space coordinates of $D$ and $S$, respectively.
that is particularly useful, as long as the size of the objects involved (ranging between approximately the size of the objects involved (ranging between 760 km and 831 km. Nevertheless, the choice of 800 km is not considered, but rather 760 km and 831 km. These zones are relevant, since they are usually dedicated to research satellites, satellites of meteorological monitoring, and distant probing, respectively.4

In order to resemble as many potential $S-D$ configurations as possible, the objects were classified into three groups, the ’200 km’, ‘400 km’, and ’800 km’ group. Each object was identified within one group.

Once classified, we first considered those objects orbiting with relatively large eccentricities, from 0.05 to 0.02. Next, to closely recover more frequent orbits, we considered objects with orbital eccentricities smaller than 0.02, up to finish with the circular limit cases, dealt with in [1, 2, 3, 4], cf. footnote 4.

Otherwise, since there was no loss of generality in choosing particular orbital inclinations (the experiments were carried out in a Schwarzschild field), the orbits were assumed to be equatorial.

To show to which extent corrections derived from the standard initial $S-D$ configurations, cf. [1, 2, 3, 4], could be decreased, a set of smaller corrections were derived in parallel, starting from the initial $S-D$ configurations for which a sequence of autonomous shooting could be implemented according to the procedure in [15].

To finally analyze the results, and to study their impact in a hypothetical practice, we used the data from [3] as reference for the spot diameters and the distances from $S$ to $D$. These numbers are the most conservative available [3, 12]. Recall from the Introduction that, according to [3, 12], the diameters of the beam spots of well specified lasers, at focusing distances of 100 km and 250 km, are 15 cm and 11 cm, respectively.

4. Numerical Experiments

The orbital data considered in the experiments were chosen to be similar to the data found in [1, 2, 3, 4]. Therefore, the p-N corrections computed here can be used to update these procedures.

Hence, all the objects were assumed to be on close circular orbits with altitudes 200 km, 400 km, and 800 km at perigee. This means that we paid particular attention to how the p-N corrections can be used to remove object within the LEO zones of 200 km, 400 km, and 800 km. These zones are relevant, since they are usually dedicated to research satellites, satellites of meteorological monitoring, and distant probing, respectively.4

In order to resemble as many potential $S-D$ configurations as possible, the objects were classified into three groups, the ’200 km’, ‘400 km’, and ’800 km’ group. Each object was identified within one group.

Once classified, we first considered those objects orbiting with relatively large eccentricities, from 0.05 to 0.02. Next, to closely recover more frequent orbits, we considered objects with orbital eccentricities smaller than 0.02, up to finish with the circular limit cases, dealt with in [1, 2, 3, 4], cf. footnote 4.

Otherwise, since there was no loss of generality in choosing particular orbital inclinations (the experiments were carried out in a Schwarzschild field), the orbits were assumed to be equatorial.

To show to which extent corrections derived from the standard initial $S-D$ configurations, cf. [1, 2, 3, 4], could be decreased, a set of smaller corrections were derived in parallel, starting from the initial $S-D$ configurations for which a sequence of autonomous shooting could be implemented according to the procedure in [15].

To finally analyze the results, and to study their impact in a hypothetical practice, we used the data from [3] as reference for the spot diameters and the distances from $S$ to $D$. These numbers are the most conservative available [3, 12]. Recall from the Introduction that, according to [3, 12], the diameters of the beam spots of well specified lasers, at focusing distances of 100 km and 250 km, are 15 cm and 11 cm, respectively.

\[
\frac{d^2X_1}{ds^2} = A_{11}X_1 + A_{12}X_2 + A_{13}X_3 + \tilde{A}_{12}X_1^2 + \tilde{A}_{13}X_1X_3 + \tilde{A}_{22}X_2^2 + \tilde{A}_{23}X_2X_3 + \tilde{A}_{33}X_3^2,
\]

\[
\frac{d^2X_2}{ds^2} = A_{22}X_1 + A_{23}X_2 + A_{33}X_3 + \tilde{B}_{11}X_1^2 + \tilde{B}_{13}X_1X_3 + \tilde{B}_{22}X_2^2 + \tilde{B}_{23}X_2X_3 + \tilde{B}_{33}X_3^2,
\]

\[
\frac{d^2X_3}{ds^2} = A_{33}X_1 + A_{23}X_2 + A_{33}X_3 + \tilde{C}_{11}X_1^2 + \tilde{C}_{13}X_1X_3 + \tilde{C}_{22}X_2^2 + \tilde{C}_{23}X_2X_3 + \tilde{C}_{33}X_3^2,
\]

where $s$ is the proper time of $S$, i.e., the time recorded by an atomic clock supposedly co-moving with $S$, and the coefficients $A_{ij}$, $\tilde{A}_{ij}$, $\tilde{B}_{ij}$, and $\tilde{C}_{ij}$ are the integrals in (A.21).

We stress that these integrals have to be computed following the specifications given in (A.12), (A.21). Consequently, the coefficients $A_{ij}$, $\tilde{A}_{ij}$, $\tilde{B}_{ij}$, and $\tilde{C}_{ij}$ in (4), which depend on $s$, will only be determined after the solutions of (3) for the ECI p-N positions of $S$ and $D$ are available.

Now, to include considering conventional clocks on board $S$, Eq. (3) have been derived, as indicated in Section 2, by assuming that the relationship between $s$ and $t$ is given by (A.5) up to $O(\epsilon)$ (see (A.16), (A.17)).

This relationship, together with the structure of space-time shown in (A.9), and the fact that $S$ is assumed to be inertial guided (Eq. (A.6)), are what makes it easy to install Eqs. (3) and (4) into the procedures in [1, 2, 3, 4].

Let us summarize. We can see that Eq. (4) are the basis for a properly working pointing procedure. In fact, the numerical experiments shown below indicate that omitting any of the coefficients in these equations results in fatal errors and the failure of the method. This is due to the fact that the size of the corrections is approximately the size of the objects involved (ranging between 1 cm and 10 cm). In the next section, we shall illustrated that [15] is particularly useful, as long as none of the coefficients is neglected.

\[S \cong S + D = S + D\]

\[\begin{align*}
\text{original data} & \quad \text{cleaned data} \\
\text{uncleaned data} & \quad \text{cleaned data}
\end{align*}\]

\[\text{mean} \quad \text{median} \quad \text{mode}
\]
Thirteen figures are included in this section: Figs. 1 to 8 correspond to the group ‘400 km’, i.e., to the group of objects at 400 km in altitude at perigee. The eccentricity was 0.02. Note that the p-N corrections corresponding to this case are among the smallest in size, whereas Figs. 9 to 13 correspond to other cases, with corrections of medium size.

No other figures similar to Figs. 1 to 7, but corresponding to other groups, are provided in this section in order to keep concise the presentation. The fact is that the quantitative differences were relevant, but since the behavior was qualitatively similar, we decided not to repeat ourselves.

### Table 1: p-N corrections for the circular cases

<table>
<thead>
<tr>
<th>d (Km)</th>
<th>dif. (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6750</td>
<td>-0.2</td>
</tr>
<tr>
<td>6800</td>
<td>0</td>
</tr>
<tr>
<td>6850</td>
<td>0.2</td>
</tr>
<tr>
<td>6900</td>
<td>0.4</td>
</tr>
<tr>
<td>6950</td>
<td>0.6</td>
</tr>
<tr>
<td>7000</td>
<td>0.8</td>
</tr>
<tr>
<td>7050</td>
<td>1</td>
</tr>
</tbody>
</table>

The orbits of D and S, and the relative orbit of D with respect to S shown in Fig. 5 et seq., were computed by numerically integrating the p-N equations (3), (4). All numerical simulations were carried out in MATLAB using the standard routine ode45 for the approximation of initial value problems (IVPs) in first order ordinary differential equations. Since the systems (3), (4) are of the second order, they were first transformed to related systems of the first order. The latter were then completed by a proper set of initial conditions. The ode45 solver is based on the Dormand-Prince method [32], including two explicit Runge-Kutta methods of order four.
and five and requiring six function evaluations per step. After each step, the difference between these solutions is taken to estimate the local error of the fourth order solution. This error estimate is then used to adapt the length of the step-size in such a way that the tolerance requirements provided by the user are satisfied. The Dormand-Prince method has seven stages, but it uses only six function evaluations per step because it has the First Same As Last property: the last stage is evaluated at the same point as the first stage of the next step. The coefficients of the method are chosen to minimize the error of the fifth order solution.

All calculation presented in the paper were carried out using the absolute and relative error control with the tolerance requirements set to $TOL_a = TOL_r = 10^{-11}$.

In a typical run, the whole interval of integration was split into 1000 equidistant subintervals. Starting from the first subinterval, an IVP was solved on an adapted grid until the end of the first subinterval was reached, and the code delivered an approximation of the prescribed accuracy. This procedure was repeated in the following subintervals, always starting with final solution values of the proceeding subinterval.

A typical run required a CPU time of 5 minutes. We stress that the experiments carried out here were not optimized for the practical production runs. Our aim was merely to illustrate the importance of the p-N corrections. For future industrial use, both algorithms and hardware have to be designed to considerably speed up the computations.

The computations were carried out until the distance between $S$ to $D$ was 150 km. The following initial conditions for the orbit of $D$ were used: semi-major axis $2.258 \times 10^{-2}$ s and eccentricity 0.02. In standard SI units this means that, while orbiting, the altitude of $D$ over the Earth surface was about 400 km, cf. the circular case in [3]. To make sure that $S$ performs the APT of $D$ with satisfactory pointing accuracy, $S$ was made to orbit on the orbital plane of $D$ [15], in an orbit whose semi-major axis was by 1 km larger than the semi-axis of the orbit of $D$. To avoid possible collision, $S$ was initially placed 5 km behind $D$.

With respect to the orbital eccentricity of $S$ and to the initial $S - D$ configuration, the eccentricity was fixed as prescribed in [15], therefore, having at perigee the same velocity $D$ would have at perigee.

Finally, the integration of Eq. (3) for $S$ and $D$ were started simultaneously with $S$ at perigee. Thus, the si-
multaneous computation of both orbits allowed to determine in real time the LOS of $D$ from $S$.

The p-N orbits of $S$ and $D$ appear superposed simply because the distance between $S$ and $D$ is much smaller than the Earth radius. Hence, for better visibility, we enclose Fig. 2, which shows the last steps from Fig. 1 zoomed in.

Fig. 2 now allows to realize that the orbit of $S$ is always above the orbit of $D$ with respect to the Earth, see the segments $[S,D]$ corresponding to the respective last steps. However, from the simple inspection of this figure, it is not possible to see one conclusion in [17]. This conclusion is that slight variations of the lengths and orientations of the segments $[S,D]$ with respect to those of the Newtonian orbits are what make the differences in determining the coefficients in Eq. (4). Further computations are necessary indeed to derive the difference in the distances from the ECI center to the Newtonian and p-N positions of $D$, as well as the difference in the distances from the ECI center to the p-N positions of $D$ and $S$.

In this context we remark, to complete the discussion below Eq. (4), that the segments $[S,D]$ defined in Section 3 depend on $t$, so that the values of the curvature of space along these segments, Eq. (A.12), determine the coefficients of Eq. (4). In fact, the equations for $[S,D]$, while $S$ and $D$ are orbiting according to (3), are

$$x^\alpha(u) = (1-u)x^\alpha + ux'^\alpha, \quad 0 \leq u \leq 1,$$

where $x^\alpha(t)$ and $x'^\alpha(t)$, $\alpha = 1, 2, 3$, are the ECI p-N coordinates of $D$ and $S$, respectively, see also Eqs. (A.10), (A.21). The results for the differences in distances corresponding to the last steps of the respective integrations are illustrated in Figs. 3 and 4.\footnote{Note that these orbits are not standard orbits in space. In part, they describe the problem as a dynamical system.}

Finally, we stress that the differences discussed above are neither the distances between the Newtonian to the p-N positions of $D$, in the first case, nor the distances between the p-N positions of $S$ and $D$, in the second case. In fact, the p-N relative orbit of $D$ with respect to $S$ was computed via Eq. (4), and its graph is shown in Fig. 5 (although, again, only after a few revolutions of $D$ and $S$).

Fig. 5 also contains the Newtonian relative orbit of $D$ w.r.t. $S$, which cannot be seen, since it is hidden behind the post-Newtonian orbit. This is so, because the
distance between these orbits is much smaller than the distance from \( S \) to \( D \), regardless which orbit is considered to determine this distance.

Proceeding as before, we provided Figs. 6 and 7. Fig. 6 shows the evolution of \([S,D]\), counterclockwise due to the initial configuration \( S-D \), and Fig. 7 shows the last steps of the integration of (4). More precisely, Fig. 7 is a zoom of the last arcs of the Newtonian and p-N orbits after the integration was terminated.

To clarify matters: the farthest orbit from \( S \), the one on the left in Fig. 7, is the p-N orbit, and the nearest orbit, the one on the right, is the Newtonian orbit. \( S \) is out of the picture, on the right, so that only the \( D \)-ends of the respective segments can be seen as almost horizontal rays pointing to the left. Note that during the computation, we had in each step two segments \([S,D]\), one for the Newtonian relative position of \( D \) with respect to \( S \) and one for the corresponding post-Newtonian position.

We now formulate two final results:

1. The p-N corrections to the Newtonian positions, as seen from \( S \), increasingly arrive at values between 1 cm and 10 cm for distances from \( S \) below 100 km.

2. Each wave in the curve of corrections corresponds to one revolution of \( D \) about \( S \), again, as seen from \( S \). The reference for this result can be found in Fig. 5.

These findings are adequately illustrated in Fig. 8. In this figure the horizontal lines correspond to 1 cm and 10 cm. They indicate the lower and upper bound for the size of the LEO objects considered. Since these lines are important, they are also pictured in the remaining figures, Figs. 9 to 13. From now on, we refer to them as the 1-size and the 10-size lines, respectively.

The results, so far encouraging, did not seem to be exclusive of the simulation setting discussed above. They rather suggested that similar corrections and waves, probably larger and smoother, could be obtained in the context of the other groups.

Consequently, we continued the simulations starting with the same initial object \( D \), but this time without implementing the procedure in [15].

It turned out that, for any working distance, the corrections became much larger than the corrections obtained previously, and the waves became much smoother. In fact, this time the 10-size line was reached well before the distance from \( S \) to \( D \) was 100 km, see Fig. 9.

It was clear that the results agreed with the general relativistic consequences that we assumed in searching
for the p-N correction. They were due to the implementation of the procedure in [15] had made the eccentricity of S to take the value for which the relative transverse velocity of D w.r.t. S at perigee was practically zero, i.e., much smaller than the corresponding velocity when the procedure in [15] was not implemented.

To proceed with the investigations, we then chose objects D with different orbital eccentricities varying from 0.01, Figs. 10 to 13, down to zero. Moreover, we considered the altitude 800 km, 400 km, and 200 km at perigee. But the other orbital data were remained unchanged to allow for comparisons. Note from Figs. 10 to 13 that this time we started without implementing [15].

In all the cases similar results were observed, even after having considered substantial differences of ratios between the semi-major axis and eccentricities, so as after having modified the orientation of the orbits. The results followed the same pattern and showed the same behavior. In this respect the following facts were observed:

3. The smaller the eccentricities were, and the smaller the orbital distances to the atmosphere were, the faster the corrections increased, which is not surprising, according to General Relativity.

4. After implementing the procedure in [15] to adapt the eccentricity of S, the corrections decreased significantly. This result is very interesting, since it seems reasonable to deduce from it that this decrease will always occur.

In fact, the figure pairs, Figs. 10 and 11, and Figs. 12 and 13, are representative of the results for the groups '200 km' and '800 km', respectively. In this context, we stress that while the 10-size line in Figs. 10 and 12 is reached before the distance between S and D is 80 km, the p-N corrections are still smaller than 6 cm at 100 km, see Figs. 11 and 13.

This means the following:

5. At distances even smaller that 100 km, the p-N correction to the Newtonian positions could be larger than all the objects considered, if the procedure in [15] is not implemented.

This completes our comments on the numerical simulations, with special focus on the circular cases discussed in the performance models in [1, 2, 3, 4].

We recapitulate the numerical findings in Tables 1 and 2. Table 1 corresponds to those simulations in which the procedure from [15] is not implemented, while Table 2 corresponds to the case when the procedure is implemented. There is no need for any further comment here, the numbers speak for themselves.

As a final remark, let us point out that among all the numerous simulations carried out during the testing, there was not a single one in which the corrections could be neglected.

5. Conclusions

Post-Newtonian corrections like those shown in this paper allow to increase the pointing accuracy required for the APT systems endowed with very narrow laser beams to push middle-sized LEO debris into the Earth atmosphere.

The corrections have been derived from Eq. (4). These equations are p-N equations for relative motions that account for the deviations of the LOS directions caused by the curvature of space along the paths that the laser beams are to travel along.
The size of the corrections is at the centimeter level, and often, the corrections result to be larger than the LEO objects involved.

Hence, even if all the classical perturbations are taken into account, including the finest, it will be still necessary to include the corrections discussed here. Otherwise, we will likely miss the aim to efficiently reach these dangerous objects, particularly, when they are among the smallest.

In consequence, there will be a clear need for a proper implementation of the point-ahead angles to shoot at these targets. In this context, an adequate adaptation of the APT procedure introduced in [15] could be suitable.

Finding this adaptation will be in the focus of our future work.

Appendix A.

The orbital equations for the LEO debris objects in ECI coordinates, \( x^i(x^a, t) \), as well as for the APT systems, are the geodesic equations

\[
d^2 x^i / ds^2 = -\Gamma^i_{jk} dx^j / ds dx^k / ds, \tag{A.1}
\]

where \( s \) corresponds to the proper time to, and the Christoffel symbols, \( \Gamma^i_{jk} \), to the ECI metric (1). For simplicity, we assume that the APT systems are inertial-guided, see (A.6). (Latin indices range from 1 to 4, and Greek, from 1 to 3).

As indicated in Section 2, in terms of the dimensionless parameter \( \varepsilon \sim O(m/r) \sim O(v^2) \), the geometry of the space-time about the Earth in ECI coordinates \( x^i \) is given by (1), i.e., by

\[
g_{a\beta} = \delta_{a\beta} + \gamma_{a\beta} + O(\varepsilon^2),
g_{a4} = O(\varepsilon^{3/2}),
g_{44} = -1 + \gamma_{44} + O(\varepsilon^2), \tag{A.2}
\]

where

\[
\gamma_{a\beta} = \frac{2m}{r} x_a x_{\beta}, \quad \gamma_{44} = \frac{2m}{r}. \tag{A.3}
\]

Here \( m \) is the mass of the Earth measured in seconds, \( v \) is the characteristic speed of the objects involved, it is dimensionless, and \( r^2 = x_a x^a \), where \( r \) is also measured in seconds, see [29] and footnote 2.

Thus, the space part of the metric (A.2), \( g_{a\beta} \), is almost Euclidean, \( g_{44} \) is almost \(-1\), and the Christoffel symbols, of second kind, \( \Gamma^i_{jk} \), are

\[
\Gamma^i_{jk} = \frac{1}{2} \left[ \gamma_{ij,k} + \gamma_{ik,j} - \gamma_{jk,i} \right], \tag{A.4}
\]

up to \( O(\varepsilon^2) \), where \( \gamma_{ij,k} = \partial \gamma_{ij} / \partial x^k, \) etc.

Taking into account that during the APT action of \( S \), the relative speed of \( D \) with respect to \( S \) is small as compared to the ECI velocity \( v^0 \) of \( S \), we can see that \( ds^2 / ds \) (the relationship between the proper times \( s \) and \( s' \) of \( S \) and \( D \), respectively) is approximately 1. Also, if the space-time trajectory \( L \) of \( S \) is given by \( x^i(s) \equiv (x^a(s), t(s)) \), then, the unit tangent vector to \( L \), say \( \lambda^i_{(4)}(s) \), is given by

\[
\lambda^0_{(4)}(s) = v^0 + O(\varepsilon^{3/2}),
\]

\[
\lambda^i_{(4)}(s) = 1 + \frac{m}{r} + \frac{1}{2} v^2 + O(\varepsilon^2), \tag{A.5}
\]

where \( v^2 = v_a v^a \).

The orthogonality conditions with respect to (A.2) for the tetrad of unit vectors \( (\lambda^i_{(4a)}, \lambda^i_{(4)}) \) the components of the canonical inertial-guided system, \( \lambda^i_{(4a)} \), co-moving with \( S \). Thus, we have

\[
\lambda^0_{(4a)}(s) = d\tilde{\alpha}_a + O(\varepsilon), \quad \lambda^0_{(4a)}(s) = v_a + O(\varepsilon^{3/2}), \tag{A.6}
\]

so that \( \lambda^i_{(4a)} \) in (A.5) gives \( ds / ds \), which is the post-Newtonian relation between the ECI time coordinate and the proper time of \( S \). According to the first in (A.6), the local (Fermi) space coordinates of \( D \) with respect to \( S \) are the Cartesian coordinates of \( D \) with respect to \( S \) up to \( O(\varepsilon) \).

Let us denote these coordinates, as in Section 3, by \( X^i(s) \). Then \( X^0(s) = X_{(4)} = (x^0_{(4)} - x^0) + O(\varepsilon) = ((x_0)_D - (x_0)_S) + O(\varepsilon) \), where \( x^0_{(4)} = (x_0)_D \) and \( x^0 = (x_0)_S \) are the ECI space coordinates of \( D \) and \( S \) respectively. Obviously, the fourth coordinate of \( D \) with respect to \( S \), \( X^0(s) = -X^4_{(4)} \), is \( s \) [29].

Since the classical post-Newtonian space-time as seen by \( S \) is given by, cf. [18, 30],

\[
g_{(a\beta)} = \delta_{a\beta} - \frac{1}{3} R_{a\beta} x^a x^\beta + O(\varepsilon^2),
g_{(a4)} = O(\varepsilon^{3/2}),
g_{(44)} = -1 - R_{(4a4)} x^a x^\beta + O(\varepsilon^2), \tag{A.7}
\]

where \( R_{(ijkl)} \) is the Riemann tensor evaluated at \( S \) with the metric (A.2), the equations for the relative motion derived from this metric are appropriate only for objects \( D \) very close to \( S \). In fact, according to the geodesic principle, these equations are

\[
d^2 X^i(s) / ds^2 = -R_{(a\beta4)} x^a x^\beta. \tag{A.8}
\]

Hence, to formulate equations valid for objects orbiting far from \( S \) a suitable metric is required. In this context, we use Synge’s metric, since it accounts for
the value of \( R_{ij(k)} \) along the straight line segments that connect \( S \) and \( D \), while \( S \) and \( D \) are orbiting the Earth. These segments are the LOS from \( S \) to \( D \) up to the \( \mathcal{O}(e) \).

If \( x^a \) and \( x^a' \) are the ECI coordinates of \( S \) and \( D \) at \( s \) respectively, and \( (X^{(a)}, X^{(a)4}) \) the coordinates of \( D \) with respect to \( S \) and \( \lambda^a(\alpha) \) at \( s \), then the Synge’s metric at \( D \) is given by [29]

\[
\begin{align*}
\hat{g}_{(a)b} &= 3 \lambda^b_{(a)4} \int_0^1 (1 - u) S_{(a)(b)4} du, \\
\hat{g}_{(4)(4)} &= 3 \lambda^4_{(4)4} \int_0^1 (1 - u) S_{(4)(4)4} du.
\end{align*}
\]

where

\[
\begin{align*}
\hat{h}_{(a)b} &= \frac{3}{2} X^{(a)4} X^{(b)} \int_0^1 (1 - u) S_{(a)(b)4} du, \\
\hat{h}_{(4)(4)} &= -2 \lambda^4_{(4)4} + \mathcal{O}(e^2),
\end{align*}
\]

The line integrals above are computed along the segments \( x^a(u) = (1 - u) x^a + u x^a', \quad 0 \leq u \leq 1 \).

We note that \( S_{abcd}(u) \) in (A.10) is the symmetrized Riemann tensor at \( \bar{x}^a(u) \) evaluated with the metric (A.2). Hence, the value of \( S_{abcd}(u) \) to be used in (A.10) is

\[
S_{abcd}(\bar{x}^a(u)) = \frac{1}{3} \left( R_{(a)(c)(d)} + R_{(a)(d)(c)} \right)(\bar{x}^a(u)),
\]

where \( R_{(a)(c)(d)} \) is the Riemann tensor at \( \bar{x}^a(u) \) evaluated with (A.2). Its components at \( \bar{x}^a(u) \) are

\[
R_{(a)(c)(d)}(\bar{x}^a(u)) = -m \left( \frac{3 \bar{x}_a(u) \bar{x}_c(u)}{\bar{r}(u)^2} - \frac{\delta_{ac}}{\bar{r}(u)^2} \right),
\]

where \( \bar{r}(u)^2 = \bar{x}_a(u) \bar{x}_a(u) \). Note that \( R_{(a)(c)(d)} \) are \( \mathcal{O}(e) \).

We now follow Synge’s procedure to model the motion of \( D \) with respect to \( S \) [29].

Let \( L \) be the space-time evolution line of \( S \), and \( L' \), the evolution of \( D \). Then, according to the initial hypothesis, \( L \) and \( L' \) are geodesics. Let us also consider for each event \( P' \) of \( L' \) the event \( P \) of \( L \), simultaneous to \( P' \) as measured by the clock carried on by \( S \). If the coordinates of \( D \) with respect to \( S \) at \( s \) are \( X^{(a)}(s), X^{(a)4}(s) \), so that \( X^{(a)} = x^a \), then the coordinates of \( P \) are \( (0, s) \). Let us finally assume that the ECI coordinates of \( P \) and \( P' \) are \( x^a \equiv (x^a, x^4) \) and \( x^a' \equiv (x^a', x^4) \), and \( x^4 \) and \( x^4' \) are \( t \) and \( t' \), respectively.

We know that \( L' \) is determined by \( P' \) and the unit tangent to \( L' \). Therefore, in order to find the equations for \( L' \), we shall write \( X^{(a)}(s) \) in terms of the length of the straight-line segment \( \Gamma(\bar{x}^a(u)) \) that joins \( P \) and \( P' \).

Now, since \( P \) and \( P' \) run along \( L \) and \( L' \), this length is a function of \( x' \) and \( x' \). Hence, we can express the second derivative of \( X^{(a)} \) with respect to \( s \) in terms of the derivatives of this function.

With \( \Omega(x', x') \) defined by the line integral

\[
\Omega(x', x') = \frac{1}{2} \int_P^P \frac{d{x'}^i}{du} \frac{d{x'}^j}{du} \, du,
\]

we have \( X^{(a)} = X^{(a)} \), with \( \lambda^{(a)}_{(4)} = 0 \), where \( g_{ij} \) are given in (A.2), \( \lambda^{(a)}_{(4)} \) are given in (A.6), and \( \Omega = \delta \Omega(x', x')/\delta x' \).

The condition for \( L \) to be geodesic is \( d\lambda^{(a)}_{(4)}/ds = 0 \), and the differentiation of \( X^{(a)} \) gives

\[
\frac{dX^{(a)}}{ds} = -\Omega_{ij} X^{(a)i} X^{(a)j} - \Omega_{ij} X^{(a)i} X^{(a)j} - \Omega_{ij} X^{(a)i} X^{(a)j},
\]

where \( \Omega_{ij} = \partial^2 \Omega/\partial x^i \partial x^j \), \( \Omega_{ij} = \partial^2 \Omega/\partial x^i \partial x^j \), and \( \lambda^{(a)}_{(4)} = dx'/ds \). Therefore, the second derivatives read

\[
\begin{align*}
\frac{d^2 X^{(a)}}{d x'^2} &= -\Omega_{ij} X^{(a)i} X^{(a)j} - \Omega_{ij} X^{(a)i} X^{(a)j} - \Omega_{ij} X^{(a)i} X^{(a)j},
\end{align*}
\]

where \( \Omega_{ij} = \partial^2 \Omega/\partial x^i \partial x^j \), \( \Omega_{ij} = \partial^2 \Omega/\partial x^i \partial x^j \), and \( \lambda^{(a)}_{(4)} = dx'/ds \).

Now, by (A.5),

\[
\lambda^{(a)}_{(4)} = \nu^a + \mathcal{O}(e^3/2), \quad \lambda^{(a)}_{(4)} = 1 + \mathcal{O}(e),
\]

where \( \nu^a \) is the ECI velocity of \( \alpha(t) \). Then (A.15) becomes

\[
\begin{align*}
\frac{d^2 X^{(a)}}{d x'^2} &= -\Omega_{ij} X^{(a)i} X^{(a)j} - \Omega_{ij} X^{(a)i} X^{(a)j} - \Omega_{ij} X^{(a)i} X^{(a)j},
\end{align*}
\]

where \( \Omega_{ij} = \Omega_{ij} X^{(a)i} X^{(a)j} \), etc.

The final step is to compute the third derivatives of \( \Omega \) and insert them into (A.18). A straightforward calculation yields

\[
\begin{align*}
-\Omega_{ij} &= \Omega_{ij} X^{(a)i} X^{(a)j} = X^{(a)} \int_0^1 (1 - u)^2 R_{(a)(4)(4)} du,
\end{align*}
\]

\[
\begin{align*}
\Omega_{ij} &= 2X^{(a)} \int_0^1 u^2 R_{(a)(4)(4)} du,
\end{align*}
\]

\[
\begin{align*}
-\Omega_{ij} &= X^{(a)} \int_0^1 (1 - u)^2 \frac{\partial R_{(a)(4)(4)}}{\partial e^i} du,
\end{align*}
\]
so that (A.18) becomes
\[
\frac{d^2 X_{(a)}^{(v)}}{d s^2} = -X^{(v)} \int_0^1 (1 - 2 u + 3 u^2) R_{(a44)} du \\
+ X^{(a)} X^{(v)} \int_0^1 (1 - u) u^2 \frac{\partial R_{(a44)}}{\partial x^a} du.
\]
(A.20)
This finally yields the equations in (4) with
\[
A_{\gamma\rho} = - \int_0^1 (1 - 2 u + 3 u^2) R_{(a44)} du,
\]
\[
\vec{A}_{\mu\nu} = \int_0^1 (1 - u) u^2 \frac{\partial R_{(a44)}}{\partial x^1} du,
\]
\[
\vec{B}_{\mu\nu} = \int_0^1 (1 - u) u^2 \frac{\partial R_{(a44)}}{\partial x^2} du,
\]
\[
C_{\mu\nu} = \int_0^1 (1 - u) u^2 \frac{\partial R_{(a44)}}{\partial x^3} du,
\]
(A.21)
and \( R_{(a44)} \), cf. (A.12).

Note that the integrals in (A.21) have to be computed taking into account that the ECI post-Newtonian locations of \( S \) and \( D \) are given by Eq. (3).
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