ASC Report No. 24/2017

Numerical Simulation of Flow in Liquid Crystals using MATLAB software

M. Fallahpour, S. McKee, and E.B. Weinmüller
Most recent ASC Reports

23/2017  X. Chen and A. Jüngel
Global renormalized solutions to reaction-cross-diffusion systems

22/2017  A. Sokolova and H. Woracek
Proper semirings and proper convex functors

21/2017  K. Hollaus, and J. Schöberl
Some two-dimensional multiscale finite element formulations for the eddy current problem in iron laminates

20/2017  E. Daus, L. Desvillettes, and A. Jüngel
Cross-diffusion systems and fast-reaction limits

19/2017  A. Jüngel
Cross-diffusion systems with entropy structure

18/2017  A. Arnold, A. Einav and T. Wöhrer
On the rates of decay to equilibrium in degenerate and defective Fokker-Planck equations

17/2017  C. Erath and D. Praetorius
Adaptive vertex-centered finite volume methods for general second-order linear elliptic PDEs

16/2017  A. Jüngel, and O. Leingang
Blow-up of solutions to semi-discrete parabolic-elliptic Keller-Segel models

15/2017  H. de Snoo, H. Woracek
The Krein formula in almost Pontryagin spaces.
A proof via orthogonal coupling

14/2017  W. Auzinger, I. Brezinova, H. Hofstätter, O. Koch, M. Quell
Practical splitting methods for the adaptive integration of nonlinear evolution equations.
Part II: Comparison of local error estimation and step-selection strategies for nonlinear Schrödinger and wave equations

Institute for Analysis and Scientific Computing
Vienna University of Technology
Wiedner Hauptstraße 8–10
1040 Wien, Austria

E-Mail: admin@asc.tuwien.ac.at
WWW: http://www.asc.tuwien.ac.at
FAX: +43-1-58801-10196

ISBN 978-3-902627-00-1

Numerical Simulation of Flow in Liquid Crystals using MATLAB Software

Merlin Fallahpour\textsuperscript{a}, Sean McKee\textsuperscript{b}, and Ewa B. Weinmüller\textsuperscript{a}

\textsuperscript{a}Department of Analysis and Scientific Computing, Vienna University of Technology, Wiedner Hauptstraße 8-10, A-1040 Wien, Austria
\textsuperscript{b}Department of Mathematics and Statistics, University of Strathclyde, Glasgow, United Kingdom

e-mail: merlin.fallahpour@gmail.com e.weinmueller@tuwien.ac.at

e-mail: s.mckee@strath.ac.uk

Abstract

Contents

1 Introduction 2

2 Notation 2

3 Linear problem 3
  3.1 Transforming the system 3
  3.2 Solving the linear system BVP (4)–(7) 3
    3.2.1 First solution approach 3
    3.2.2 Second solution approach 8
    3.2.3 Solutions to the linear problem (4)–(7) 10
  3.3 Calculation with \texttt{bvpsuite2.0} 11

4 Nonlinear problem (1)–(4) 16

5 Conclusions 16
1 Introduction

We consider the following system of differential equations for the unknown functions $\theta(z)$, $\delta(z)$, and $u(z)$ [3]:

\[
M(\theta, \delta) \sin(\theta - \delta) - K_1^o \cos(\theta) \frac{d^2}{dz^2} \sin(\theta) + \frac{du}{dz} [a_4 \cos(\theta)^2 - a_2 \sin(\theta)^2 + \kappa_1 \cos(\theta - \delta)] = 0, \\
a - J_{3,3} - \tilde{t}_{13,3} = 0, \\
u + \lambda_p J_{3,3} = 0,
\]

\[\text{(1)}\]
\[\text{(2)}\]
\[\text{(3)}\]

where

\[
M(\theta, \delta) = B_1 \cos(\theta - \delta) - B_0 [\sec(\delta) + \cos(\theta - \delta) - 2], \\
J_3 = \cos(\delta)^2 \left[ K_1^o \cos(\delta) \frac{d^2}{dz^2} \sin(\delta) + M(\theta, \delta) \sin(\theta - \delta) \right] - \\
B_0 \sin(\delta) [\sec(\delta) + \cos(\theta - \delta) - 2], \\
\tilde{t}_{13} = \frac{1}{2} u'(a_4 + a_5 - a_2 + \tau_2) + \frac{1}{4} u' \left[ a_1 \sin(2\theta)^2 + \tau_1 \sin(2\delta)^2 \right] + u' [\kappa_1 \cos(\theta + \delta) + \\
+ \kappa_4 \cos(\theta - \delta) + (a_2 + a_3) \cos(\theta)^2] + \frac{1}{2} u' [\kappa_2 \sin(\theta + \delta)^2 + \\
+ \kappa_3 \sin(2\theta) \sin(2\delta) + u' \sin(\theta + \delta) [\kappa_4 \sin(2\theta) + \kappa_5 \sin(2\delta)].
\]

Here, $K_1^o$, $\lambda_p$, $a_1$ to $a_5$, $B_0$, $B_1$, $\tau_1$, $\tau_2$, and $\kappa_1$ to $\kappa_6$ are constant parameters. Moreover, we use following notation:

\[
J_{3,3} = \frac{d}{dz} J_3, \quad \tilde{t}_{13,3} = \frac{d}{dz} \tilde{t}_{13}.
\]

Equations (1)–(3) are subject to following boundary conditions:

\[
u(\pm d/2) = 0, \quad \theta(\pm d/2) = \pm \theta_0, \quad \delta(\pm d/2) = \pm \delta_0, \quad \delta''(0) = 0.
\]

\[\text{(4)}\]

We first find the solution to the linearized system of equations derived from (1)–(3) under the assumption that $u$, $\theta$ and $\delta$ and their derivatives are small. With the solution to this linear system of equations, we will have found a good starting guess for the numerical solution of the nonlinear system (1)–(3). Respective numerical simulation will be carried out using the MATLAB code \texttt{bvpsuite2.0} [4, 1].

2 Notation

As always we write

\[
\cosh(x) = \frac{e^x + e^{-x}}{2}, \quad \sinh(x) = \frac{e^x - e^{-x}}{2}
\]

and

\[
\text{sech}(x) = \cosh(x)^{-1}, \quad \text{csch}(x) = \sinh(x)^{-1}.
\]
3 Linear problem

3.1 Transforming the system

We transform equations (1)–(3) into a linear system of equations under the assumption that \( u, \theta \) and \( \delta \) and their derivatives are small. We use the approximations \( \sin(x) \approx x \) and \( \cos(x) \approx 1 \) for small \( x \). Then the following three equations follow:

\[
\begin{align*}
B_1(\theta - \delta) - K_1^a \theta'' + u'(a_3 + \kappa_1) &= 0, \\
K_1^a \delta'' + B_1(\theta' - \delta') + \eta u'' - a &= 0, \\
u + \lambda_p [K_1^a \delta'' + B_1(\theta' - \delta')] &= 0,
\end{align*}
\]

where \( 2\eta = a_2 + a_4 + a_5 + \tau_2 + 2(a_3 + \kappa_1 + \kappa_6) \).

These differential equations are subject to the boundary conditions (4). Now, we provide the exact solution of the BVP (4)–(7).

3.2 Solving the linear system BVP (4)–(7)

We first multiply (7) by \( \lambda_p^{-1} \) and subtract from (6). This yields

\[
\begin{align*}
B_1(\theta - \delta) - K_1^a \theta'' + u'(a_3 + \kappa_1) &= 0, \\
u + \lambda_p [K_1^a \delta'' + B_1(\theta' - \delta')] &= 0, \\
\eta u'' - u\lambda_p^{-1} - a &= 0,
\end{align*}
\]

or equivalently,

\[
\begin{align*}
K_1^a \theta'' &= B_1(\theta - \delta) + u'(a_3 + \kappa_1), \\
\lambda_p K_1^a \delta'' &= -u - \lambda_p B_1(\theta' - \delta'), \\
\eta u'' &= u\lambda_p^{-1} + a.
\end{align*}
\]

3.2.1 First solution approach

Here, we reconstruct the reasoning from [3]. Let us define \( x \) and \( b \) as follows:

\[ x := (\theta, \theta', \delta, \delta', \delta'', u, u')^T, \quad b := (0, 0, 0, 0, 0, a/\eta)^T, \]

and transform system (8)–(10) into its first order form,

\[
\frac{dx}{dz} = Ax + b, \tag{11}
\]

where \( A \) is the 7 \( \times \) 7 matrix

\[
A := \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
B_1/K_1^a & 0 & -B_1/K_1^a & 0 & 0 & 0 & (a_3 + \kappa_1)/K_1^a \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & -B_1/K_1^a & 0 & B_1/K_1^a & 0 & -1/K_1^a \lambda_p & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1/\eta \lambda_p & 0 & 0
\end{pmatrix}.
\]
The characteristic polynomial of $A$ is
\[
\chi_A(t) := \det(A - tE) = t^3 \left( t^2 - \frac{1}{\eta \lambda_p} \right) \left( t^2 - \frac{2B_1}{K_1^2} \right).
\]
Thus, $\pm \lambda_1$, $\pm \lambda_2$ and $\lambda_3 = 0$ are eigenvalues of $A$, where
\[
\lambda_1 := \frac{1}{\sqrt{\eta \lambda_p}}, \quad \lambda_2 := \sqrt{\frac{2B_1}{K_1^2}}.
\]
The algebraic multiplicity of $\lambda_3 = 0$ is three, but its geometrical multiplicity is one. Therefore, we need to find three generalized eigenvectors of $A$ associated with $\lambda_3 = 0$ that span the respective generalized eigenspaces. We solve the three equations
\[
Ah_1 = 0, \quad Ah_2 = h_1, \quad Ah_3 = h_2,
\]
we obtain
\[
h_1 = (1, 0, 1, 0, 0, 0, 0)^T, \quad h_2 = (0, 1, 0, 1, 0, 0, 0)^T, \quad h_3 = (2\lambda_2^{-2}, 0, 0, 0, 1, 0, 0)^T.
\]
We now have three solutions of (11),
\[
x_1 = h_1, \quad x_2 = h_1 + h_2 + zh_1, \quad x_3 = h_1 + h_2 + h_3 + z(h_1 + h_2) + \frac{z^2}{2}h_1.
\]
The vectors $h_1$, $h_2$, $h_3$ and the eigenvectors $v_1^\pm$, $v_2^\pm$, associated with the eigenvalues $\pm \lambda_1$ and $\pm \lambda_2$, are seven linearly independent vectors which span $\mathbb{R}^7$. We use them to derive the fundamental solution matrix $R(z)$.

Variation of constants now yields the general solution of (11),
\[
x(z) = R(z)c + R(z) \int_z^{z_0} R^{-1}(s) b \, ds, \tag{12}
\]
where $c \in \mathbb{R}^7$. We now define $R(z)$,
\[
R(z) := Q(z) \text{diag}(e^{\lambda_1 z}, e^{-\lambda_1 z}, 1, e^{\lambda_2 z}, e^{-\lambda_2 z}, 1, 1),
\]
where $Q(z)$ is a matrix containing all eigenvectors and generalized eigenvectors of $A$, \[
Q(z) = \begin{pmatrix}
    \beta_1 & \beta_1 & 1 & -1 & -1 & \frac{1}{2}z^2 + z + 1 & 2\lambda_2^{-2} & z + 1 \\
    \lambda_1 \beta_1 & -\lambda_1 \beta_1 & 0 & -\lambda_2 & \lambda_2 & z + 1 & 1 \\
    1 & 1 & 1 & 1 & \frac{1}{2}z^2 + z + 1 & z + 1 & 1 \\
    \lambda_1 & -\lambda_1 & 0 & \lambda_2 & -\lambda_2 & z + 1 & 0 \\
    \lambda_1^2 & \lambda_1^2 & 0 & \lambda_2^2 & \lambda_2^2 & 1 & 0 \\
    -\lambda_1^2 \beta_2 & \lambda_1^2 \beta_2 & 0 & 0 & 0 & 0 & 0 \\
    -\lambda_1^2 \beta_2 & -\lambda_1^2 \beta_2 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]
with
\[
\beta_1 = \frac{B_1 \eta \lambda_p (a_3 + \kappa_1 - \eta) - K_1^q (a_3 + \kappa_1)}{\eta [K_1^q + B_1 \lambda_p (a_3 + \kappa_1 - \eta)]}, \quad \beta_2 = \frac{(K_1^q)^2 (\lambda_1^2 - \lambda_2^2)}{\eta \lambda_1^2 [K_1^q + B_1 \lambda_p (a_3 + \kappa_1 - \eta)]}.
\]
First we note that due to the form of \( b \), we only need the 7th column of \( R^{-1} \). We compute this column and obtain

\[
R^{-1}(z) b = \begin{pmatrix}
\frac{1}{2\lambda_1^2 \beta_2} e^{-\lambda_1 z} \\
\frac{1}{2\lambda_1^2 \beta_2} e^{\lambda_1 z} \\
\frac{1+\beta}{2\lambda_1^2 \beta_2} + \sigma \left( \frac{1}{2} z^2 + z - \lambda_2^{-2} \right) \\
\tau e^{\lambda_2 z} \\
\tau e^{-\lambda_2 z} \\
-(z+1) \sigma
\end{pmatrix},
\]

where

\[
\sigma := \frac{2\lambda_1^2 - \lambda_3^2 + \lambda_2^2 \beta_1}{4\lambda_1^2 \beta_2}, \quad \tau := \frac{2\lambda_1^2 + \lambda_2^2 - \lambda_2^2 \beta_1}{8\lambda_1^2 \lambda_2^2 \beta_2}.
\]

Next, we integrate from \( z_0 \) to \( z \),

\[
\int_{z_0}^{z} R^{-1}(s) b \, ds = \frac{a}{\eta} \begin{pmatrix}
\frac{1}{2\lambda_1^2 \beta_2} \left( e^{-\lambda_1 z} - e^{-\lambda_1 z_0} \right) \\
\frac{1+\beta}{2\lambda_1^2 \beta_2} \left( e^{\lambda_1 z} - e^{\lambda_1 z_0} \right) \\
\frac{1+\beta}{2\lambda_1^2 \beta_2} \left( \frac{1}{6} \Delta_3 + \frac{1}{2} \Delta_2 - \lambda_2^{-2} \Delta_1 \right) \\
\tau \left( e^{\lambda_2 s} - e^{\lambda_2 z_0} \right) \\
\tau \left( e^{\lambda_2 s} - e^{\lambda_2 z_0} \right) \\
-(\frac{1}{2} \Delta_2 + \Delta_1 \sigma)
\end{pmatrix},
\]

where \( \Delta_n := z^n - z_0^n \) with \( n \in \mathbb{N} \). Setting \( z_0 = 0 \) and \( z = \pm d/2 \) yields

\[
\int_{0}^{\pm \frac{d}{2}} R^{-1}(s) b ds = \frac{a}{\eta} \begin{pmatrix}
\frac{e^{-\lambda_1 d/2 - 1}}{2\lambda_1^2 \beta_2} \\
\frac{e^{\lambda_1 d/2 - 1}}{2\lambda_1^2 \beta_2} \\
\frac{1}{2\lambda_2} \left( \frac{1}{6} \Delta_3 + \frac{1}{2} \Delta_2 + \frac{d}{2} \right) \\
\frac{1}{2\lambda_2} \left( e^{\lambda_2 (\pm d/2)} - 1 \right) \\
\frac{1}{2\lambda_2} \left( e^{\lambda_2 (\pm d/2)} - 1 \right) \\
-\left( \frac{1}{2} \Delta_2 + \Delta_1 \sigma \right)
\end{pmatrix}.
\]

With conditions (4) we have,

\[
x(0) = (\theta(0), \theta'(0), \delta(0), \delta'(0), 0, u(0), u'(0))^T, \\
x(\pm d/2) = (\pm \theta_0, \theta'(\pm d/2), \pm \delta_0, \delta'(\pm d/2), \delta''(\pm d/2), 0, u'(\pm d/2))^T,
\]
and due to (12), we can write

\[ \delta''(0) = 0 = \lambda^2_3 c_1 + \lambda^2_2 c_2 + \lambda^2_3 c_4 + \lambda^2_3 c_5 + c_6, \]  

\[ u(\pm d/2) = 0 = \lambda^2_2 \beta_2 \left( -e^{\pm \lambda_1 d/2} c_1 + e^{\mp \lambda_1 d/2} c_2 \right) + \frac{a \cosh(\lambda_1 d/2) - a}{\eta \lambda^2_1}, \]

\[ \delta(\pm d/2) = \pm \delta_0 = e^{\pm \lambda_1 d/2} c_1 + e^{\mp \lambda_1 d/2} c_2 + c_3 + e^{\pm \lambda_2 d/2} c_4 + e^{\mp \lambda_1 d/2} c_5 + \\
+ \left( \frac{1}{8} d^2 \pm \frac{d}{2} + 1 \right) c_0 + \left( \frac{d}{2} + 1 \right) c_7 + \frac{a}{\eta} \left[ \mp \frac{1}{\lambda^2_1 \beta_2} \sinh(\lambda_1 d/2) \right] \]

\[ \pm \frac{2\tau}{\lambda^2_2} \sinh(\lambda_2 d/2) \pm \frac{1 + \beta_1}{4\lambda^2_1 \beta_2} d + \sigma \left( \pm \frac{1}{48} d^3 \mp \frac{d}{2\lambda^2_2} \right), \]  

\[ \theta(\pm d/2) = \pm \theta_0 = \beta_1 e^{\pm \lambda_1 d/2} c_1 + \beta_1 e^{\mp \lambda_1 d/2} c_2 + c_3 - e^{\pm \lambda_2 d/2} c_4 - e^{\mp \lambda_1 d/2} c_5 + \\
+ \left( \frac{1}{8} d^2 \pm \frac{d}{2} + 1 \right) c_6 + \left( \frac{d}{2} + 1 \right) c_7 + \frac{a}{\eta} \left[ \mp \frac{1}{\lambda^2_1 \beta_2} \sinh(\lambda_1 d/2) \right] \]

\[ \pm \frac{2\tau}{\lambda^2_2} \sinh(\lambda_2 d/2) \pm \frac{1 + \beta_1}{4\lambda^2_1 \beta_2} d + \sigma \left( \pm \frac{1}{48} d^3 \mp \frac{1}{2\lambda^2_2} \right). \]  

It follows from (14) that

\[ u(d/2) - u(-d/2) = \lambda^2_2 \beta_2 \left( \left( e^{-\lambda_1 d/2} - e^{\lambda_1 d/2} \right) c_1 + \left( e^{-\lambda_2 d/2} - e^{\lambda_1 d/2} \right) c_2 \right) = 0, \]

and thus, \( c_2 = -c_1 \). Finally, using (14), we find \( c_1 \) and \( c_2 \),

\[ c_1 = -c_2 = -\frac{a \sech(\lambda_1 d/2) - a}{2\lambda^4_1 \eta \beta_2}. \]

We now insert \( c_1 \) into (13), (15), and (16) and obtain

\[ \delta''(0) = 0 = \lambda^2_3 c_4 + \lambda^2_3 c_5 + c_6, \]

\[ \delta(\pm d/2) = \pm \delta_0 = c_3 + e^{\pm \lambda_2 d/2} c_4 + e^{\mp \lambda_1 d/2} c_5 + \left( \frac{1}{8} d^2 \pm \frac{d}{2} + 1 \right) c_0 + \left( \frac{d}{2} + 1 \right) c_7 + \\
+ \frac{a}{\eta} \left[ \mp \frac{1}{\lambda^2_1 \beta_2} \sinh(\lambda_1 d/2) \pm \frac{2\tau}{\lambda^2_2} \sinh(\lambda_2 d/2) \pm \frac{1 + \beta_1}{4\lambda^2_1 \beta_2} d + \\
\sigma \left( \pm \frac{1}{48} d^3 \mp \frac{1}{2\lambda^2_2} \right) \mp \frac{1 + \beta_1}{\lambda^2_1 \beta_2} \cosh(\lambda_1 d/2) \right], \]

\[ \theta(\pm d/2) = \pm \theta_0 = c_3 - e^{\pm \lambda_2 d/2} c_4 - e^{\mp \lambda_1 d/2} c_5 + \left( \frac{1}{8} d^2 \pm \frac{d}{2} + 1 + \frac{2}{\lambda^2_2} \right) c_0 + \\
+ \left( \frac{d}{2} + 1 \right) c_7 + \frac{a}{\eta} \left[ \mp \frac{1}{\lambda^2_1 \beta_2} \sinh(\lambda_1 d/2) \mp \frac{2\tau}{\lambda^2_2} \sinh(\lambda_2 d/2) \right] + \\
\pm \frac{1 + \beta_1}{4\lambda^2_1 \beta_2} d + \sigma \left( \pm \frac{1}{48} d^3 \pm \frac{1}{2\lambda^2_2} \right) \mp \frac{1 + \beta_1}{\lambda^2_1 \beta_2} \sinh(\lambda_1 d/2) \right]. \]

Subtracting (19) from (18) yields

\[ \pm \delta_0 = \pm \theta_0 = 2e^{\pm \lambda_2 d/2} c_4 + 2e^{\mp \lambda_2 d/2} c_5 - \frac{2}{\lambda^2_2} c_6 + \frac{a}{\eta} \left[ \mp \pm \frac{1 + \beta_1}{\lambda^2_1 \beta_2} \sinh(\lambda_1 d/2) \right] \]

\[ \pm \frac{4\tau}{\lambda^2_2} \sinh(\lambda_2 d/2) + \sigma \left( \mp \frac{1}{\lambda^2_2} \right) + \left( \mp \pm \beta_1 \right) \cosh(\lambda_1 d/2) \right], \]
Next, we multiply (17) by $2/\lambda^2$ and add to each of the equations in (20). Then, we add the resulting equations to each other and have,

$$
\delta_0 - \theta_0 + (-\delta_0 + \theta_0) = 0 = 2 \left( e^{\lambda_2 d/2} + e^{-\lambda_2 d/2} + 2 \right) c_4 + 2 \left( e^{-\lambda_2 d/2} + e^{\lambda_2 d/2} + 2 \right) c_5,
$$

wherefrom $c_5 = -c_4$ follows. Moreover, $c_6 = 0$ by (17). Using (20), we find the following expressions for $c_4$ and $c_5$:

$$
c_4 = -c_5 = \left[ \frac{\delta_0 - \theta_0}{4} \cosh(\lambda_2 d/2) + \frac{a}{\eta} \left[ \frac{1 + \beta_1}{4\lambda^2_1 \beta_2} \sinh(\lambda_1 d/2) \cosh(\lambda_2 d/2) - \frac{\tau}{\lambda_2} + \frac{1 + \beta_1}{2\lambda^2_1 \beta_2} \sinh(\lambda_1 d/2) - \sinh(\lambda_1 d/2) \right] \right],
$$

Adding (18) and (19) gives

$$
\pm \delta_0 \pm \theta_0 = 2c_3 + (\pm d + 2) c_7 + \frac{a}{\eta} \left[ \pm \frac{1 + \beta_1}{\lambda^2_1 \beta_2} \sinh(\lambda_1 d/2) \pm \frac{1 + \beta_1}{2\lambda^2_1 \beta_2} d + \frac{1 + \beta_1}{\lambda^2_1 \beta_2} \sinh(\lambda_1 d/2) - \sinh(\lambda_1 d/2) \right].
$$

We now consider

$$
\delta_0 + \theta_0 - (-\delta_0 - \theta_0) = 2dc_3 + \frac{a}{\eta} \left[ -2(1 + \beta_1) \cosh(\lambda_1 d/2) + \frac{1 + \beta_1}{\lambda^2_1 \beta_2} d + \frac{1 + \beta_1}{\lambda^2_1 \beta_2} \sinh(\lambda_1 d/2) - \sinh(\lambda_1 d/2) \right],
$$

wherefrom, we obtain $c_7$,

$$
c_7 = \frac{1}{d} (\delta_0 + \theta_0) + \frac{a}{\eta d} \left[ \frac{(1 + \beta_1)}{\lambda^2_1 \beta_2} \sinh(\lambda_1 d/2) - \frac{1 + \beta_1}{2\lambda^2_1 \beta_2} d - \frac{\tau}{\lambda_2} + \frac{1 + \beta_1}{\lambda^2_1 \beta_2} \sinh(\lambda_1 d/2) - \sinh(\lambda_1 d/2) \right].
$$

We insert $c_7$ into (21) and after some easy calculations $c_3 = -c_7$ follows.

This means that we now know all entries of the vector $c$ and the solution $\theta(z)$, $\delta(z)$ and $u(z)$ of the system (5)–(7) subject to boundary conditions (4) follows,

$$
\theta(z) = 2\beta_1 \sinh(\lambda_1 z)c_1 - 2\sinh(\lambda_2 z)c_4 + z\tau + \frac{a}{\eta} \left[ -\beta_1 \frac{\sinh(\lambda_1 z)}{\lambda^2_1 \beta_2} - \frac{2\tau}{\lambda_2} \sinh(\lambda_2 z) + \frac{1 + \beta_1}{2\lambda^2_1 \beta_2} z + \frac{\tau}{\lambda_2} + \frac{1 + \beta_1}{2\lambda^2_1 \beta_2} z + \frac{1 + \beta_1}{\lambda^2_1 \beta_2} \left( \frac{z}{6} - \frac{1}{z^2} \right) \right],
$$

$$
\delta(z) = 2\sinh(\lambda_1 z)c_1 + 2\sinh(\lambda_2 z)c_4 + z\tau + \frac{a}{\eta} \left[ -\frac{\sinh(\lambda_1 z)}{\lambda^2_1 \beta_2} + \frac{2\tau}{\lambda_2} \sinh(\lambda_2 z) + \frac{1 + \beta_1}{2\lambda^2_1 \beta_2} z + \frac{1 + \beta_1}{2\lambda^2_1 \beta_2} z + \frac{1 + \beta_1}{\lambda^2_1 \beta_2} \left( \frac{z}{6} - \frac{1}{z^2} \right) \right],
$$

$$
u(z) = a\lambda_p \left[ \frac{\cosh(\lambda_1 z)}{\cosh(\lambda_1 d/2)} - 1 \right].
$$

We have verified by hand and using Maple that the above functions satisfy equations (5)–(7) and boundary conditions (4).
3.2.2 Second solution approach

The only unknown in (10) is $u$, so we solve this equation for $u$ and obtain

$$u(z) = q_1 e^{\lambda_1 z} + q_2 e^{-\lambda_1 z} - a\lambda_p,$$

where $\lambda_1 = \frac{1}{\sqrt{\eta\lambda_p}}$, as in the first approach, and $q_1$ and $q_2$ are constant. From the boundary conditions $u(\pm d/2) = 0$ we know that

$$q_1 e^{\pm \lambda_1 d/2} + q_2 e^{\mp \lambda_1 d/2} = 0 \Rightarrow 2(q_1 - q_2)\sinh(\lambda_1 d/2) = 0 \Rightarrow q_1 = q_2.$$  

With this result and $u(\pm d/2) = 0$ we can now write $u$ in the following way:

$$u(z) = q \cosh(\lambda_1 z) - a\lambda_p,$$

where $q := 2q_1 = 2q_2 = a\lambda_p \text{sech}(\lambda_1 d/2)$.

Now we differentiate (5) and subtract the result from (6),

$$\delta''' + \theta''' = \frac{1}{K_1^2} \left[ a - u''(\eta - a_3 - \kappa_1) \right] = \frac{1}{K_1^2} \left[ a - q\lambda_3^2 \nu \cosh(\lambda_1 z) \right],$$

where $\nu := \eta - a_3 - \kappa_1$. We integrate this ODE three times and obtain

$$\delta + \theta = \frac{1}{K_1^4} \left[ \frac{a}{6} z^3 - \frac{q\nu}{\lambda_1} \sinh(\lambda_1 z) \right] + q_3 z^2 + q_4 z + q_5,$$

where $q_3, q_4$ and $q_5$ are constant.

Replacing $\theta - \delta$ by $-\theta - \delta + 2\theta$ in (5) and with the previous result an ODE for $\theta$ follows,

$$B_1(-\theta - \delta + 2\theta) - K_1^4 \theta''' + u'(a_3 + \kappa_1) = 0 \Rightarrow K_1^2 \theta''' - 2B_1 \theta = -B_1 \left( \frac{1}{K_1^2} \left[ \frac{a}{6} z^3 - \frac{q\nu}{\lambda_1} \sinh(\lambda_1 z) \right] + q_3 z^2 + q_4 z + q_5 \right) + q_1 \sinh(\lambda_1 z)(a_3 + \kappa_1),$$

$$\Rightarrow \theta''' = \lambda_2^2 \theta - \frac{\lambda_2^2}{2} \left( \frac{a}{6K_1^2} z^3 + q_3 z^2 + q_4 z + q_5 \right) + \frac{q \left( \lambda_2^2 \nu + 2\lambda_3^2 (a_3 + \kappa_1) \right)}{2K_1^4 \lambda_1} \sinh(\lambda_1 z),$$

where $\lambda_2 = \sqrt{\frac{2B_1}{K_1^2}}$.

Let $\omega \in C^2[-d/2,d/2]$ and let $r \neq 0, s \neq 0, t$ be constants. Consider

$$\omega'' = s\omega + r \sinh(tz).$$

Then,

$$\omega(z) = k_1 e^{\sqrt{s}z} + k_2 e^{-\sqrt{s}z} + \begin{cases} \frac{r}{2t} \cos(z), & \text{if } s = t^2 \text{ and } r \neq 0, \\ 0, & \text{if } t = 0 \text{ or } r = 0 \text{ and } s \text{ arbitrary}, \\ \frac{rs}{2t^2} \sinh(tz), & \text{else}, \end{cases}$$
with arbitrary constants $k_1$ and $k_2$.

From the chart in [3, p.1829], we see that $\lambda_1 \approx 2$ and $\lambda_2 \approx 10^9$, and therefore, we assume that $\lambda_1^2 < \lambda_2^2$.

We now can specify $\theta(z)$,

$$\theta(z) = \frac{a}{12K_1^2} z^3 + \frac{q_3}{2} z^2 + \frac{2q_1 B_1 + a}{4B_1} z + \frac{B_1 q_5 + K^2 q_4}{2B_1} + q_6 e^{\lambda_2 z} + q_7 e^{-\lambda_2 z} +$$

$$+ q \left( \lambda_2^2 \nu + 2 \lambda_1^2 (a_3 + \kappa_1) \right) \frac{2K_1^2 \nu}{2K_1^2 \lambda_1 (\lambda_1^2 - \lambda_2^2)} \sinh(\lambda_1 z), \quad (24)$$

where $q_6$ and $q_7$ are constants. With (24) and (23), we find $\delta(z)$,

$$\delta(z) = \frac{a}{12K_1^2} z^3 + \frac{q_3}{2} z^2 + \frac{2q_1 B_1 - a}{4B_1} z + \frac{B_1 q_5 - K^2 q_4}{2B_1} - q_6 e^{\lambda_2 z} - q_7 e^{-\lambda_2 z} +$$

$$+ q \left( \lambda_2^2 \nu - 2 \lambda_1^2 (\nu + a_3 + \kappa_1) \right) \frac{2K_1^2 \nu}{2K_1^2 \lambda_1 (\lambda_1^2 - \lambda_2^2)} \sinh(\lambda_1 z). \quad (25)$$

Finally, we have to choose the constants in such a way that $u$, $\delta$, and $\theta$, given in (22), (24), and (25), respectively, satisfy the boundary conditions in (4).

From (23) and $\delta''(0) = 0$, we conclude that $\theta''(0) = 2q_5$. Therefore, when we differentiate (24) twice,

$$2q_5 = q_3 + \lambda_2^2 q_6 + \lambda_2^2 q_7 \quad \Rightarrow \quad q_3 = \lambda_2^2 q_6 + \lambda_2^2 q_7 \quad (26)$$

follows. Moreover, (23) and conditions $\delta(\pm d/2) + \theta(\pm d/2) = \pm \delta_0 \pm \theta_0$, imply

$$2\delta_0 + 2\theta_0 = \frac{1}{K_1^2} \left[ \frac{a}{24} d^3 - \frac{2q_5}{K_1 \lambda_1} \sinh(\lambda_1 d/2) \right] + q_1 d \quad \Rightarrow$$

$$q_4 = \frac{2}{d} (\delta_0 + \theta_0) - \frac{1}{d K_1^2} \left[ \frac{a}{24} d^3 - \frac{2q_5}{K_1 \lambda_1} \sinh(\lambda_1 d/2) \right]$$

and

$$\delta_0 + \theta_0 - \delta_0 - \theta_0 = 0 = \frac{q_3}{2} d^2 + q_5 \quad \Rightarrow \quad q_5 = -\frac{q_3}{2} d^2.$$  

By (24), (25), (26) and the boundary conditions $\theta(\pm d/2) = \pm \theta_0$, $\delta(\pm d/2) = \pm \delta_0$, $\theta_0 - \delta_0 = 2q_6 \left( 1 + e^{-\lambda_2^2 z} \right) + 2q_7 \left( 1 + e^{-\lambda_2^2 z} \right) + \frac{ad}{4B_1} + \frac{q_6 \lambda_2^2 (2a_3 + 2\kappa_1 + \nu)}{K_1^2 \lambda_1 (\lambda_1^2 - \lambda_2^2)} \sinh \left( \lambda_1 \frac{d}{2} \right),$  

$$- \theta_0 + \delta_0 = 2q_6 \left( 1 + e^{-\lambda_2^2 z} \right) + 2q_7 \left( 1 + e^{\lambda_2^2 z} \right) - \frac{ad}{4B_1} + \frac{q_6 \lambda_2^2 (2a_3 + 2\kappa_1 + \nu)}{K_1^2 \lambda_1 (\lambda_1^2 - \lambda_2^2)} \sinh \left( -\lambda_1 \frac{d}{2} \right),$$

and addition of those two lines yields,

$$0 = 4 \left[ 1 + \cosh \left( \lambda_2^2 \frac{d}{2} \right) \right] (q_6 + q_7) \quad \Rightarrow \quad q_6 = -q_7.$$
Thus $q_3 = q_5 = 0$. The value of $q_6$ can be deduced from the above lines.

To summarize, we have

$$q = 2q_1 = 2q_2 = a\lambda_p \operatorname{sech}(\lambda_1 d/2),$$

$$q_3 = q_5 = 0,$$

$$q_4 = \frac{2}{d}(\delta_0 + \theta_0) - \frac{1}{dK_1^q} \left[ \frac{a}{24} d^3 - \frac{2q\nu}{\lambda_1} \sinh(\lambda_1 d/2) \right],$$

$$q_6 = -q_7 = -\cosh(\lambda d/2) \left[ \frac{\delta_0 - \theta_0}{4} + \frac{ad}{16B_1} + \frac{q\lambda_1^2 (2\eta - \nu)}{4K_1^q \lambda_1 (\lambda_1^2 - \lambda_2^2)} \sinh(\lambda_1 d/2) \right].$$

This yields the following solution of the linearized BVP (4)–(7):

$$\theta(z) = \frac{a}{12K_1^q} z^3 + \frac{2q_4 B_1 + a}{4B_1} z + \frac{q (2q - 2\nu)\lambda_1^2 + \nu\lambda_2^2}{2K_1^q \lambda_1 (\lambda_1^2 - \lambda_2^2)} \sinh(\lambda_1 z) + 2q_6 \sinh(\lambda_2 z),$$

$$\delta(z) = \frac{a}{12K_1^q} z^3 + \frac{2q_4 B_1 - a}{4B_1} z + \frac{q (\nu\lambda_1^2 - 2\eta\lambda_2^2)}{2K_1^q \lambda_1 (\lambda_1^2 - \lambda_2^2)} \sinh(\lambda_1 z) + 2q_7 \sinh(\lambda_2 z),$$

$$u(z) = a\lambda_p \left[ \frac{\cosh(\lambda_1 z)}{\cosh(\lambda_1 d/2)} - 1 \right].$$

Using Maple, we have verified that the above functions solve equations (5)–(7), satisfy the boundary conditions in (4) and that they are identical with the solution presented in [5, p.1828].

### 3.2.3 Solutions to the linear problem (4)–(7)

We now rewrite the solution of (4)–(7) as follows:

$$\theta(z) = \frac{a\lambda_p}{2K_1^q \lambda_1 (\lambda_1^2 - \lambda_2^2)} \sinh(\lambda_1 z) + \frac{f(z) - g(z)}{\cosh(\lambda_1 d/2)},$$

$$\delta(z) = \frac{a\lambda_p}{2K_1^q \lambda_1 (\lambda_1^2 - \lambda_2^2)} \sinh(\lambda_1 z) + \frac{f(z) + g(z)}{\cosh(\lambda_1 d/2)},$$

$$u(z) = a\lambda_p \left[ \frac{\cosh(\lambda_1 z)}{\cosh(\lambda_1 d/2)} - 1 \right],$$

where

$$f(z) = \frac{a}{12K_1^q} z^3 + \frac{1}{d}(\delta_0 + \theta_0) - \frac{1}{dK_1^q} \left[ \frac{a}{48} d^3 - \frac{a\lambda_p \nu}{\lambda_1} \sinh(\lambda_1 d/2) \right],$$

$$g(z) = \frac{\delta_0 - \theta_0}{2} + \frac{a}{8B_1} + \frac{a\lambda_p \lambda_1^2 (2\eta - \nu)}{2K_1^q \lambda_1 (\lambda_1^2 - \lambda_2^2)} \sinh(\lambda_1 d/2) \sinh(\lambda_2 d/2) - \frac{a}{4B_1} z.$$

These solution functions will be used in this form as starting values for the numerical calculations conducted in Section 4.
Parameter | Typical value
--- | ---
\(d\) | \(10^{-5}\)
\(K^a_1 = K^{ca}_1\) | \(5 \times 10^{-12}\)
\(B_0\) | \(8.95 \times 10^7\)
\(B_1\) | \(4 \times 10^7\)
\(\lambda_p\) | \(10^{-16}\)
\(a_1\) | \(-0.0060\)
\(a_2\) | \(-0.0812\)
\(a_3\) | \(-0.0036\)
\(a_4, \tau_1, \tau_2\) | \(0.0652\)
\(a_5\) | \(0.0640\)
\(\kappa_1, \kappa_2, \ldots, \kappa_6\) | \(0.0020\)
\(a\) | \(-500\)
\(\theta_0\) | \(0.2\)
\(\delta_0\) | \(0.15\)

Table 1: Typical material parameters specified in [3]

### 3.3 Calculation with bvpsuite2.0

Table 1 contains the values of parameters used from this point forward, see [3, pp. 1829-1830].

We use the MATLAB package bvpsuite2.0 to approximate solutions to the linear BVP (4)–(7). We denote the approximations by \(\tilde{\Theta}, \tilde{\Delta},\) and \(\tilde{U}\). For the simulation, \(u\) was scaled by the factor \(10^{13}\) in order to make \(\tilde{U} \approx 10^{13} u\) an \(O(1)\) function, similar in size to \(\tilde{\Theta}\) and \(\tilde{\Delta}\). Consequently, \(\tilde{\Theta} \approx \theta, \tilde{\Delta} \approx \delta,\) and \(\tilde{U} \approx 10^{13} u\). The resulting solution plots can be found in Figures 1 and 2. The error estimate, automatically generated by bvpsuite2.0, can be found in Figure 3. The exact error of these approximations in relation to the solution functions (27)–(29) is plotted in Figure 4. We used collocation with two Gaussian points and set the absolute and relative tolerance requirements to \(Tol_a = Tol_r = 10^{-3}\). We started with a grid of 1000 points and the final grid also contained 1000 points.
Figure 1: BVP (4)–(7): Approximations $\tilde{\Theta}(z) \approx \theta(z)$ and $\tilde{\Delta}(z) \approx \delta(z)$. In the lower graphs, the areas around the interval boundaries are zoomed in, to enhance the visibility of the solution behaviour.
Figure 2: BVP (4)–(7): Approximation $\tilde{U}(z) \approx 10^{13} u(z)$. In the lower graph, the area around the right boundary has been zoomed in.
Figure 3: BVP (4)–(7): Absolute global errors of the approximations $\tilde{\Theta}(z) \approx \theta(z)$, $\tilde{\Delta}(z) \approx \delta(z)$ and $\tilde{U}(z) \approx 10^{13} u(z)$. 
Figure 4: BVP (4)–(7): Exact error of the approximations $\tilde{\Theta}(z) \approx \Theta(z)$, $\tilde{\Delta}(z) \approx \delta(z)$ and $\tilde{U}(z) \approx 10^{13} u(z)$ compared to the solution functions $\Theta(z)$, $\delta(z)$ and $u(z)$ from (27)–(29).
4 Nonlinear problem (1)–(4)

We used the MATLAB package bvpsuite2.0 to obtain approximations of the solution components to the nonlinear system (1)–(3) and boundary conditions (4). As in the previous section 3.3, we denote the approximations by \( \tilde{\Theta} \approx \theta \), \( \tilde{\Delta} \approx \delta \), and \( \tilde{U} \approx u \). The calculations in order to finally set the absolute and relative tolerance requirements to \( Tol_a = Tol_r = 10^{-3} \) were carried out in three steps. In each step, the required tolerances were multiplied by a factor of \( 10^{-1} \). In all three steps, we used collocation with one collocation point on a starting grid with 10,000 mesh points.

In the first step, we used the evaluation of the solution functions (27)–(29) at each point from our starting grid as our starting values.

For the second and third step, we used the results of the previous step as starting values.

The results of the numerical calculations for the first step are shown in Figures 5 and 6. In Figure 7, we show the automatically generated error estimate for the (unknown) absolute global error. The required tolerances were set to \( Tol_a = Tol_r = 10^{-1} \) in this step. The final grid contained 10,000 points.

Similarly, the results of the numerical calculations for the second step are shown in Figures 8, 9, and 10. The required tolerances were set to \( Tol_a = Tol_r = 10^{-2} \) in this step. The final grid contained 14,161 points.

Finally, the results of the numerical calculations for the third step are shown in Figures 11, 12, and 13. The required tolerances were set to \( Tol_a = Tol_r = 10^{-3} \) in this step. The final grid contained 40,888 points.

5 Conclusions

We have considered constant pressure-driven ‘Poiseuille flow’ in a SmA liquid crystal in book-shelf configuration within two parallel plates where both the director and the layer normal are anchored on the plates, but are free to deviate from one and other throughout the layers [2]. The problem is known to have three boundary layers with two of them of the same order but an order of magnitude smaller than the third.

An analytic solution for the linearized equation was developed to act as an initial guess for solving the nonlinear BVP using the MATLAB collocation routine bvpsuite2.0. This routine successfully provided the solution of the nonlinear problem with a prescribed accuracy, regardless steep boundary layers, notoriously difficult to resolve.
Figure 5: BVP (1)–(4): $Tol_a = Tol_r = 10^{-1}$: Approximations $\tilde{\Theta}(z) \approx \theta(z)$ and $\tilde{\Delta}(z) \approx \delta(z)$. In the lower graphs, the areas around the interval boundaries are zoomed in.
Figure 6: BVP (1)–(4): \( Tol_a = Tol_r = 10^{-1} \): Approximation \( \tilde{U}(z) \approx 10^{13} u(z) \). In the lower graph, the area around the right boundary has been zoomed in.
Figure 7: BVP (1)–(4): $Tol_a = Tol_r = 10^{-1}$: Absolute global errors of the approximations $\tilde{\Theta}(z) \approx \theta(z)$, $\tilde{\Delta}(z) \approx \delta(z)$ and $\tilde{U}(z) \approx 10^{13} u(z)$.
Figure 8: BVP (1)–(4): $Tol_a = Tol_r = 10^{-2}$. Approximations $\tilde{\Theta}(z) \approx \theta(z)$ and $\tilde{\Delta}(z) \approx \delta(z)$. In the lower graphs, the areas around the interval boundaries are zoomed in.
Figure 9: BVP (1)–(4): $Tol_a = Tol_r = 10^{-2}$: Approximation $\tilde{U}(z) \approx 10^{13} u(z)$. In the lower graph, the area around the right boundary has been zoomed in.
Figure 10: BVP (1)–(4): $Tol_{a} = Tol_{r} = 10^{-2}$: Absolute global errors of the approximations $\tilde{\Theta}(z) \approx \theta(z)$, $\tilde{\Delta}(z) \approx \delta(z)$ and $\tilde{U}(z) \approx 10^{13} u(z)$. 
Figure 11: BVP (1)–(4): $Tol_a = Tol_r = 10^{-3}$: Approximations $\tilde{\Theta}(z) \approx \theta(z)$ and $\tilde{\Delta}(z) \approx \delta(z)$. In the lower graphs, the areas around the interval boundaries are zoomed in.
Figure 12: BVP (1)–(4): $Tol_\alpha = Tol_\tau = 10^{-3}$: Approximation $\tilde{U}(z) \approx 10^{13} u(z)$. In the lower graph, the area around the right boundary has been zoomed in.
Figure 13: BVP (1)–(4): $Tol_a = Tol_r = 10^{-3}$. Absolute global errors of the approximations $\tilde{\Theta}(z) \approx \theta(z)$, $\tilde{\Delta}(z) \approx \delta(z)$ and $\tilde{U}(z) \approx 10^{13} u(z)$. 
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