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De Branges spaces and growth aspects

Harald Woracek

Abstract: The subject of this survey is to review the basics of Louis de Branges’
theory of Hilbert spaces of entire functions, and to present results bringing together
the notions of de Branges spaces on the one hand and growth functions (proximate
orders) on the other.
After a few introductory words, the paper starts off with a short companion on
de Branges theory (§2) where much of the terminology and cornerstones of the
theory are presented. Then growth functions are –very briefly– introduced (§3). The
following two section of the survey are devoted to growth properties. First (§4), some
general theorems, where the growth of elements of a de Branges space is discussed in
relation with generating Hermite-Biehler functions and associated canonical systems,
and results on growth of subspaces of a given space are presented. Second (§5), some
more concrete examples which appear “in nature”, and where growth of different
rates is exhibited.

It should be said explicitly that this survey is of course far from being exhaustive.

For example, since the main purpose is to study growth properties of spaces of entire

functions, all what relates to spectral measures (inclusion in L
2-spaces, etc.) is

omitted from the presentation.
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1 Introduction

In the late 1950’s Louis de Branges founded a theory of Hilbert spaces of en-
tire functions, which was thought of as a generalisation of Fourier analysis, cf.
Branges 1959b, Branges 1959a. In the following years he further developed his
theory in the series of papers Branges 1960; Branges 1961a; Branges 1961b;
Branges 1962. Comprehensive information can be found in the book Branges
1968.

This deep theory has proven to be of relevance in various contexts. Most
prominently, the spectral theory of canonical systems, Schrödinger operators,
and Krein strings, where direct and inverse spectral problems can be solved using
de Branges’ spaces of entire functions. Other, equally intriguing applications
are found in interpolation and sampling, Beurling-Malliavin type theorems, or
approximation problems. Due to this variety of aspects in which de Branges’
theory can be applied successfully, it has stayed an active area of research up
to the day.

The elements of a de Branges space are entire functions, and hence growth
properties like order and type are intrinsically connected with the notion of a
de Branges space. The interplay of de Branges space structure and the classical
theory of growth gives rise to some intriguing questions –quite some of them
being open problems– and to beautiful theorems.

2 A short companion on Hilbert spaces of entire

functions

2.1 Axiomatics of de Branges spaces

2.1 Definition. A de Branges space is a Hilbert space H which satisfies the
following axioms.

(dB1) The elements of H are entire functions and for each w ∈ C \ R the
point evaluation functional F 7→ F (w), F ∈ H, is continuous in the
norm ‖.‖H of H.

(dB2) For each F ∈ H, also the function F#(z) := F (z) belongs to H and
‖F#‖H = ‖F‖H.

(dB3) If w ∈ C \ R and F ∈ H with F (w) = 0, then

z − w

z − w
F (z) ∈ H and

∥

∥

∥

z − w

z − w
F (z)

∥

∥

∥

H
=
∥

∥F
∥

∥

H.

Throughout this paper the notion of a de Branges space shall additionally in-
clude the following requirement.

(dB4) For each t ∈ R there exists F ∈ H with F (t) 6= 0.

♦

It follows from these axioms that the properties stated in (dB1) holds also for
all real points w. Moreover, using (dB4), one gets that for w ∈ R and F ∈ H
with F (w) = 0 also 1

z−w
F (z) ∈ H.
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✎ This requires an analyticity argument using that all elements of H are analytic across R; see
Branges 1968, Theorem 20, Branges 1968, Problem 45.

From a viewpoint more oriented towards operator theory, the axiom (dB1) says
that H is a reproducing kernel Hilbert space of entire functions, and (dB2) says
that the map .# induces an isometric involution onH. The axiom (dB3) also has
a neat operator theoretic interpretation; this will be presented in Remark 2.6.
More on the operator theoretic side will be presented in the next section. Much
of the operator theoretic aspects of the theory can also be developed in a similar
fashion when (dB2) is dropped. For details see, e.g., M. Gorbachuk and V.
Gorbachuk 1997, Haböck 2001, Silva and Toloza 2007, Martin 2011.

2.2 Remark. Notation in the literature is not uniform. Sometimes the axiom
(dB4) is weakened to requiring that H contains a function which does not vanish
identically, sometimes it is dropped completely. In most respects neither of these
modifications is a gain in generality. First, admitting the trivial space H = {0}
is a matter of taste; sometimes this leads to formal simplifications, sometimes it
does not. Second, each space H 6= {0} satisfying (dB1)–(dB3) can be identified
isometrically with a space satisfying (dB1)–(dB4). ♦

✎ For details see Branges 1968, Problem 44, or the slightly more general Kaltenbäck and
Woracek 2005a, Lemma 2.4.

Prominent examples of de Branges spaces are the Paley-Wiener spaces. Citing
de Branges himself, these spaces were the starting point and motivating example
for developing the theory.

2.3 Example. For a > 0 denote by PWa the set of all entire functions of ex-
ponential type at most a whose restriction to R belongs to L2(R). If PWa is
endowed with the norm ‖F‖PWa

:= ‖F |R‖L2(R) then it becomes a de Branges
space.

Terminology is explained by the fact that, by the Paley-Wiener theorem,
PWa is the set of all Fourier transforms of L2-functions supported on the interval
[−a, a]. ♦

Another prominent class of examples appears in the context of power moment
problems. Namely, finite-dimensional spaces whose elements are polynomials.

2.4 Example. Let n ∈ N, and let µ be a positive Borel measure on the real line
which possesses power moments (at least) up to order 2n. Denote by C[z]n the
space of all polynomials with complex coefficients whose degree does not exceed
n. If C[z]n is endowed with the inner product (f, g) =

∫

R
f(t)g(t) dµ(t) then it

becomes a de Branges space. ♦

2.2 The multiplication operator

Let H be a de Branges space. Defined by its graph (throughout the interpreta-
tion of S(H) as graph or as operator is interchangeably used), the multiplication
operator in H is

S(H) :=
{

(F (z); zF (z)) : F (z), zF (z) ∈ H
}

.

This operator is inextricably linked with the very basics of de Branges spaces.
The following statement collects essential properties of S(H).
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2.5 Theorem. Let H be a de Branges space. Then S(H) is closed, symmetric,
completely non-selfadjoint, and real with respect to the involution .#. Its set
of points of regular type equals C, and its deficiency index equals (1, 1). The
domain of S(H) is not necessarily dense in H, but always satisfies

dim
(

H
/

domS(H)

)

≤ 1.

If domS(H) is endowed with the inner product inherited from H, then it becomes
a de Branges space.

✎ This is, partially implicitly, in Branges 1968; an explicit formulation (within the more general
Pontryagin space setting) can be found in Kaltenbäck and Woracek 1999, Proposition 4.2,
Corollaries 4.3,4.7.

2.6 Remark. The axiom (dB3) in Definition 2.1 can be substituted by the fol-
lowing pair of requirements.

(dB3’) For each w ∈ C \ R there exists F ∈ H with F (w) 6= 0.

(dB3”) The operator S(H) is closed, symmetric, and has deficiency index
(1, 1).

♦

✎ This is, e.g., in Martin 2011.

The extensions of S(H) can be described in terms of their resolvents by entire
functions which are in a simple way associated to the space H(E). Namely, for
a de Branges space the set AssocH of associated functions is defined as

AssocH := H+ zH =
{

F (z) + zG(z) : F,G ∈ H
}

.

2.7 Proposition. Let H be a de Branges space. Then the set of all functions S
associated to H corresponds bijectively to the set of all those linear relations T
in H which have nonempty resolvent set and extend S(H). This correspondence
is established by the formula

(T − w)−1F (z) =
F (z)− S(z)

S(w)F (w)

z − w
, F ∈ H. (2.1)

Thereby, the spectrum of T coincides with the zeroes of the function S and T
has nontrivial multivalued part if and only if S ∈ H.

✎ This is implicit in Branges 1968; an explicit formulation (within the more general Pontryagin
space setting) can be found in Kaltenbäck and Woracek 1999, Proposition 4.6.

2.8 Example. It is a consequence of the theorem of Paley-Wiener and the prop-
erties of the Fourier transform, that

domS(PWa) = PWa.

Concerning the finite dimensional space C[z]n, it obviously holds that

domS(C[z]n) = domS(C[z]n) = C[z]n−1,

and hence
dim

(

C[z]n
/

domS(C[z]n)

)

= 1.

♦
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2.3 The Hermite-Biehler class

An approach alternative to the one taken in Definition 2.1 proceeds via the fact
that each de Branges space can be generated by a single entire function. The
class of entire functions appearing as generators of de Branges spaces is the
following.

2.9 Definition. A Hermite-Biehler function is an entire function E which sat-
isfies the following axioms.

(HB1) The function E has no zeroes in the open upper half-plane C+ (:=
{z ∈ C : Im z > 0}).

(HB2) It holds that
|E(z)| < |E(z)|, z ∈ C+. (2.2)

Throughout this paper the notion of a Hermite-Biehler function shall addition-
ally include the following requirements.

(HB3) E has no real zeroes.

(HB4) E(0) = 1.

The totality of all Hermite-Biehler functions is denoted as HB. ♦

2.10 Remark. Again, notation in the literature is not uniform.
First, sometimes equality in (2.2) is permitted. Requiring strict inequality

only rules out the case that E is a scalar multiple of some real entire function (an
entire function F is called real, if F# = F . Equivalently, F could be required
to assume real values along the real axis).

Second, sometimes E is allowed to have real zeroes and often the normalisa-
tion condition (HB4) is not included. Requiring (HB3) and (HB4) are usually no
restriction of generality. If E is an entire function subject to (HB1) and (HB2),
denote by C a canonical product having the same real zeroes as E (including
multiplicities) and no zeroes otherwise, and denote by γ ∈ C \ {0} the value of
the quotient E

C
at 0. Then the function Ẽ := 1

γ
E
C

satisfies (HB1)–(HB4).
Finally, concerning terminology, sometimes one speaks of de Branges func-

tions instead of Hermite-Biehler functions. ♦

Especially in connection with growth properties, it is important to observe that
the Weierstraß or Hadamard product representation of a Hermite-Biehler func-
tion can be rewritten in a particular way.

2.11 Theorem. Let E ∈ HB and denote by (wn)n the (finite or infinite) se-
quence of its zeros listed according to their multiplcities. Then the Blaschke
condition

∑

n

∣

∣

∣ Im
1

wn

∣

∣

∣ <∞ (2.3)

holds true. The function E admits a locally uniformly convergent product rep-
resentation of the form

E(z) = γeC(z)e−iaz
∏

n

(

1− z

wn

)

exp
(

pn
∑

k=1

zk

k
Re

1

wk
n

)

, (2.4)
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where
C = C#, C(0) = 0, a ≥ 0 (2.5)

and the sequence (pn)n satisfies

∑

n

1

|wn|pn+1
<∞. (2.6)

Conversely, if (wn)n, (pn)n, C, and a, are such that (2.3), (2.5), and (2.6) hold,
then the product (2.4) converges locally uniformly and represents a function of
Hermite-Biehler class.

✎ This result is also known as Krein’s factorization theorem. It can be found in Krein 1938 or
in Levin 1980, Theorem VII.3.6.

It is common to write E as linear combination of real functions A,B. Namely,

E = A− iB with A :=
1

2

(

E + E#
)

, B :=
i

2

(

E − E#
)

.

The functions A,B also have intrinsic meaning; this will be seen in Proposi-
tion 2.15, (iii). In this context it is interesting to observe the following fact.

2.12 Remark. Let A be a real entire function all of whose zeroes are real and
simple. Then there exists a function E ∈ HB, such that A = 1

2

(

E +E#
)

. ♦

✎ This can be regarded as common knowledge and follows, e.g., using Levin 1980, Theo-
rems VII.1.1,VII.2.3. An explicit reference is, e.g., Kac 2007, Lemma 5.1.

2.4 De Branges spaces via Hermite-Biehler functions

The relation between de Branges spaces and Hermite-Biehler functions is estab-
lished by the following result.

2.13 Theorem. For E ∈ HB set (denote by H2(C+) the Hardy space in the
upper half plane)

H(E) :=
{

F entire :
F

E
,
F#

E
∈ H2(C+)

}

, (2.7)

(F,G)E :=
(F

E
,
G

E

)

H2(C+)
=

∫

R

F (x)G(x)
dx

|E(x)|2 , F,G ∈ H(E).

Then H(E) endowed with the inner product (., .)E is a de Branges space.
Conversely, if H is a de Branges space, then there exists a function E ∈ HB

such that
H = H(E), (F,G)H = (F,G)E , F,G ∈ H .

✎ This is obtained by combining Branges 1968, Problem 50,Theorem 23 with Rosenblum and
Rovnyak 1994, Lemma 5.21,Theorem 6.13.

The function E representing a given de Branges space in this way is not unique.
In fact, two functions E1, E2 ∈ HB generate the same de Branges spaces (in-
cluding equality of inner products), if and only if

(A2, B2) = (A1, B1)

(

1 0
α 1

)

(2.8)
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with some α ∈ R. Here

Aj :=
1

2

(

Ej + E#
j

)

, Bj :=
i

2

(

Ej − E#
j

)

, j = 1, 2.

✎ This is Branges 1960, Theorem 1 (remembering (HB4)).

2.14 Remark. Briefly compare Remark 2.2 with Remark 2.10: Requiring strict
inequality in (2.2) corresponds on the level of de Branges spaces to requiring
that there exists a function in the space which does not vanish identically. Drop-
ping (HB3) corresponds to dropping (dB4) but retaining the requirement that
there exists a function in the space which does not vanish identically. Notation
being as in Remark 2.10, one can show that H(E) and H(Ẽ) are isometrically
isomorphic.

Finally, dropping (HB4) has no influence on the de Branges space side,
besides that (2.8) should be altered slightly. Namely to

(A2, B2) = (A1, B1)

(

u1 u2
v2 v2

)

with u1, u2, v1, v2 ∈ R, u1v2 − u2v1 = 1. ♦

Naturally, all properties of a de Branges space H translate to properties of the
function(s) E ∈ HB which realise H as H(E). Some examples which illustrate
this principle are the following. Here ϕE : R → R denotes the unique continuous
function with

ϕE(0) = 0 and E(x)eiϕE(x) ∈ R.

This function is referred to as the phase function of E; it is just (the negative
of) a continuous branch of the argument of E.

2.15 Proposition. Let H be a de Branges space, and let E ∈ HB be such that
H = H(E).

(i) For each w ∈ C the reproducing kernel K(w, .) of H(E) is given as (for
z = w this formula has to be interpreted appropriately as a derivative,
which is possible by analyticity)

K(w, z) =
E(z)E#(w)− E(w)E#(z)

2πi(w − z)
, z ∈ C. (2.9)

(ii) The norm ∇H(w) of the point evaluation functional at w is given as

∇H(w) =







(

|E(w)|2−|E(w)|2
2πi(w−w)

)
1
2

, w ∈ C \ R
1
π
|E(w)|

√

ϕ′
E(w) , w ∈ R

(iii) Denote

Sϕ(z) :=
1

2i

(

eiϕE(z)− e−iϕE#(z)
)

, ϕ ∈ R. (2.10)

Then each function Sϕ belongs to AssocH(E). Via the correspondence
(2.1), the family {Sϕ : ϕ ∈ [0, π)} parameterises the set of all selfadjoint
extensions of S(H(E)).

The finite spectrum of the extension corresponding to Sϕ equals the set of
all points x ∈ R for which ϕE(x) ≡ ϕ.
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(iv) There exists ϕ ∈ [0, π) such that Sϕ ∈ H(E) if and only if domS(H(E)) 6=
H(E). If domS(H(E)) 6= H(E), then there exists exactly one ϕ0 ∈ [0, π)
with Sϕ0

∈ H(E) and H(E)⊖ domS(H(E)) = span{Sϕ0
}.

✎ This is, mainly explicitly, in the work of de Branges. For (i) and (ii) see Branges 1968,
Theorem 19,Problem 48, for (iii) Branges 1968, Theorem 29, and an explicit reference for
(iv) is Kaltenbäck and Woracek 1999, Proposition 6.1.

The elements of a space H(E) can also be characterised by a pointwise estimate.

2.16 Proposition. Let E ∈ HB. Then an entire function F belongs to the
space H(E), if and only if

∫

R
|F (x)|2 dx

|E(x)|2 <∞ and

|F (z)|2 ≤
(

∫

R

|F (x)|2 dx

|E(x)|2
) |E(z)|2 − |E(z)|2

2πi(z − z)
, z ∈ C \ R.

✎ This is Branges 1968, Theorem 20 and continuity.

In Branges 1968 the slightly different form of the definition of the space H(E)
is used. Namely,

H(E) :=
{

F entire :

∫

R

|F (x)|2 dx

|E(x)|2 <∞,

F

E
,
F#

E
bounded type and nonpositive mean type in C+

}

.

We prefer to use the formula (2.7), since it emphasises the following important
connection with the classical theory of Hardy spaces. In fact, each de Branges
space can be identified with a model subspace KΘ (in the sense of Nikolski 2002,
§3.1) with meromorphic Θ.

2.17 Proposition. Let E ∈ HB. Then the map F 7→ F
E

induces an isometric
isomorphism of the de Branges space H(E) onto the shift-coinvariant subspace

KE#

E

:= H2(C+)⊖ E#

E
H2(C+).

✎ This is common knowledge; obviously the above map is an isomorphism.

Note that the function E#

E
is an inner function of a particular form. Namely,

E#(z)

E(z)
= e−iαzB#(z),

where B is the Blaschke product formed with the zeroes of E and the num-

ber α is given as α := lim supy→+∞
1
y
log
∣

∣

E(−iy)
E(iy)

∣

∣. It is worth to mention

that, conversely, each meromorphic inner function appears in this way, cf.
havin.mashregi:2003a

By the spectral theorem selfadjoint extensions of S(H(E)) give rise to or-
thonormal bases.
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2.18 Proposition. Let E ∈ HB, and let ϕ ∈ [0, π). Provided the function Sϕ

does not belong to the space H(E), the set

{ 1√
π

∣

∣

∣

Sϕ−π
2
(w)

S′
ϕ(w)

∣

∣

∣

1
2 · Sϕ(z)

z − w
: w ∈ R, Sϕ(w) = 0

}

(2.11)

is an orthonormal basis of H(E).
If Sϕ ∈ H(E), the set (2.11) is an orthonormal basis of domS(H(E)).

Hence, the family (2.11) together with the function 1
‖Sϕ‖E

·Sϕ is an orthonormal

basis of H(E).

✎ This is Branges 1968, Theorem 22 and its proof.

2.19 Example. For each a > 0 the Paley-Wiener space PWa is generated by the
Hermite-Biehler function e−iaz. The reproducing kernel of PWa is given as

KPWa
(w, z) =

sin[a(z − w)]

π(z − w)
.

An orthonormal basis of PWa is given as (for illustration taking ϕ = 0)

{ 1√
π
· sin(az)
z − w

: w ∈ π

a
Z
}

♦

✎ This is a classical fact which is known since the early 1900’s. Using the setup of de Branges
theory, it follows from Branges 1968, Theorem 16.

2.20 Example. Let µ be a positive Borel measure which possesses moments (at
least) up to order 2n, and consider the space C[z]n endowed with the L2(µ)-inner
product. Set

sk :=

∫

R

xk dµ(x), k = 0, . . . , n and Dn := det
(

si+j

)n

i,j=0
.

Then the reproducing kernel of C[z]n is given as

K(w, z) = − 1

Dn

det















0 1 z · · · zn

1 s0 s1 · · · sn
w s1 s2 · · · sn+1

...
...

...
...

wn sn sn+1 · · · s2n















The Hermite-Biehler function which generates the space C[z]n can be given in
terms of the orthogonal polynomials of the first and second kinds associated
with the moment sequence (sk)

2n
k=0. ♦

✎ This is, e.g., Akhiezer 1961, p.9. See also (within the more general Pontryagin space setting)
Krein and H. Langer 1979, Proposition 3.1, Krein and H. Langer 1980, §4.4.
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2.5 The chain of subspaces

Throughout the theory subspaces play a crucial role.

2.21 Definition. Let H be a de Branges space. A linear subspace L of H is
called a de Branges subspace of H, if it is itself, with the inner product inherited
from H, a de Branges space.

The set of all de Branges subspaces of H is denoted as SubH. ♦

Revisiting the axioms (dB1)–(dB4), it is easy to see that L is a de Branges
subspace of H if and only if it is closed in the topology of H, invariant under
the involution .#, and invariant under dividing zeroes.

The first true cornerstone of de Branges’ theory which is encountered is that
for each de Branges space H the set SubH is totally ordered (with respect to
inclusion) and in some sense dense in itself. The following theorem comprehen-
sively states these facts.

2.22 Theorem. Let H be a de Branges space. Then the following statements
hold.

(i) SubH is totally ordered with respect to inclusion.

(ii) For each L0 ∈ SubH it holds that (for L0 = H the second formula is of
course immaterial)

dim
(

L0

/

Clos
⋃{L ∈ SubH ∪ {0} : L ( L0}

)

≤ 1,

dim
(

⋂

{L ∈ SubH : L ) L0}
/

L0

)

≤ 1.

(iii) Either SubH contains a one-dimensional element, or

inf
L∈SubH

∇L(w) = 0, w ∈ C,

where, again, ∇L(w) denotes the norm of the point evaluation functional
at w in the space L.

✎ Item (i) is Branges 1962, Theorem 1, item (ii) follows by combining Branges 1968, Prob-
lems 148,149,150 with Branges 1961b, Theorem 1, and item (iii) is Branges 1968, Theo-
rem 40(5). The proof of (ii) depends on the connection with canonical systems reviewed in
the next section.
Remarkably, the original proof of de Branges of item (i) contained a minor gap which remained
unnoticed for quite some time (but was closed eventually).

2.23 Example. It holds that

SubPWa =
{

PWb : 0 < b ≤ a
}

and SubC[z]n =
{

C[z]k : 0 ≤ k ≤ n
}

.

♦

What here becomes apparent is that the Paley-Wiener spaces on the one hand
and the spaces C[z]n on the other represent two opposite extremal cases. The
first are perfectly continuous, whereas the second are discrete.
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2.6 The structure Hamiltonian of a de Branges space

We understand by a Hamiltonian a function H defined on an (possibly un-
bounded) interval I = (a, b), which takes real and non-negative 2×2-matrices as
values, is locally integrable, and does not vanish on any set of positive measure.

The canonical system associated with H is the differential equation for a
2-vector valued function y given as

y′(x) = zJH(x)y(x), x ∈ I,

where z is a complex parameter (the eigenvalue parameter), and J is the signa-

ture matrix J :=
(

0 −1
1 0

)

.

The Hamiltonian H is said to be in limit circle case at the endpoint a (lc at
a, for short), if for one (and hence for all) x0 ∈ I

∫ x0

a

trH(x) dx <∞,

and in limit point case at a (lp at a, for short) otherwise. The analogous notation
is applied to distinguish the cases whether or not H remains integrable at the
endpoint b. Notice that, since H(x) is positive semidefinite, integrability of trH
is equivalent to integrability of all entries of H.

Two Hamiltonians H1 and H2 are called reparameterisations of each other,
if there exists an increasing bijection γ between their domains, such that γ and
γ−1 are both absolutely continuous and

H2(x) = H1(γ(x))γ
′(x).

As a rule of thumb, Hamiltonians which are reparameterisations of each other
share all their important properties.

A notion which may seem technical on first sight, but actually is of intrinsic
importance, is the following. Let H be a Hamiltonian defined on I = (a, b).
A nonempty interval (a′, b′) ⊆ I is called indivisible for H, if for some scalar
function h(x) and some fixed angle α ∈ R (denoting ξα := (cosα, sinα)T ),

H(x) = h(x)ξαξ
T
α , x ∈ (a′, b′) a.e.

The angle α is called the type of the indivisible interval (a′, b′) and is determined

up to multiples of π. The number
∫ b′

a′
trH(x) dx is called its the length. A point

x ∈ I is called regular for H, if it is not inner point of an indivisible interval.
The set of all regular points for H is denoted by Ireg.

It is another cornerstone of de Branges’ theory that the chain SubH can be
described by a canonical system.

2.24 Theorem. Let E ∈ HB. Then there exists a Hamiltonian H, defined on
some interval I = (a, b), such that the following statements hold.

(i) The Hamiltonian H is lc at b, for no x0 ∈ I the interval (a, x0) is indi-
visible of type π

2 , and for one (and hence for all) x0 ∈ I

∫ x0

a

(

1

0

)∗
H(t)

(

1

0

)

dt <∞.

11



(ii) Let (At(z), Bt(z))
T , z ∈ C, be the unique solution of the initial value

problem at b


















d

dt

(

At(z)

Bt(z)

)

= zJH(t)

(

At(z)

Bt(z)

)

, t ∈ I,

(

Ab(z)

Bb(z)

)

=

(

A(z)

B(z)

)

.

Here write again E = A− iB with A,B real entire functions.

Then Et := At − iBt ∈ HB, t ∈ I.

(iii) We have
SubH(E) =

{

H(Et) : t ∈ Ireg
}

.

The Hamiltonian H is uniquely determined up to reparameterization.

✎ This is contained in Branges 1968, Theorems 40,35, Problems 152,153.

We refer to the Hamiltonian H as in the above theorem (to be precise, rather
to the equivalence class modulo reparameterization of one such Hamiltonian) as
the structure Hamiltonian of E.

2.25 Remark. The property (i) in Theorem 2.24, that the left upper entry of
H remains integrable towards a, is related to the normalisation that E(0) = 1.
The message is that the Hamiltonian H behaves well in one direction. ♦

Again citing de Branges (cf. Branges 1968, p.140), it is a fundamental prob-
lem to determine the class of all Hamiltonians which appear as the structure
Hamiltonian of some de Branges space. However, this natural question remained
unsolved up to the day.

Characterisations can be given implicitly in terms of the Weyl coefficient of
H. Namely, the Weyl coefficient should be meromorphic in the whole plane.
Speaking in equivalent operator theoretic terms, the selfadjoint realisations of
the differential operator associated with H should have compact resolvents.
✎ This can be regarded as common knowledge. An explicit reference is, e.g., Kac 2007,

§5.3,Main Theorem.

The next theorem contains some presently known partial results giving condi-
tions on H itself in order that H is the structure Hamiltonian of some function
E ∈ HB.

2.26 Theorem. Let H = (hij)
2
i,j=1 be a Hamiltonian defined on some interval

I = (a, b), and assume that H is lc at b.

(i) Assume that H satisfies
∫ b

a

h11(t) dt <∞ and

∫ b

a

(

∫ t

a

h11(s) ds
)

h22(t) dt <∞. (2.12)

Set β(t) :=
∫ t

b
h12(x) dx. Then there exists a unique solution of


















d

dt

(

At(z)

Bt(z)

)

= zJH(t)

(

At(z)

Bt(z)

)

, t ∈ I

lim
t↓a

eβ(t)z
(

At(z)

Bt(z)

)

=

(

1

0

)

.

12



The limit (Ab, Bb)
T := limt↑b(At, Bt) exists, and the function E := Ab −

iBb belongs to HB. The Hamiltonian H is the structure Hamiltonian of
H(E).

(ii) Assume that H is of diagonal form, i.e., writing H(t) = (hij(t))i,j=1,2,
that h12 = h21 = 0. Then H is the structure Hamiltonian of a de Branges
space if and only if

b
∫

a

h11(x) dx <∞ and lim
x↓a

( x
∫

a

h11(t) dt ·
b
∫

x

h22(t) dt
)

= 0.

(iii) Assume that there exists a point x0 ∈ (a, b) and a monotone and bounded
function φ : (a, x0) → R, such that H(x) = trH(x) · ξφ(x)ξTφ(x), x ∈ (a, x0)
a.e. Then H is the structure Hamiltonian of a de Branges space if and
only if (φ(a) := limx↓a φ(x))

b
∫

a

cos2 φ(x) trH(x) dx <∞ and

limx↓a
(

∣

∣φ(x)− φ(a)
∣

∣ ·
b
∫

x

trH(t) dt
)

= 0.

✎ Item (i) is contained in Branges 1968, Theorem 41. It should be pointed out that the given
condition is certainly satisfied if H is lc at a.
The diagonal case in item (ii) is stated without a proof in Kac 1995, p.209,Corollary; the
case considered in item (iii) seems to be unpublished. However, both can be deduced easily
from the result Kac and Krein 1958, p.138,2◦ on strings.

It should be noted that the best possible known (necessary or sufficient, respec-
tively) conditions for the general case are those stated in Kac 1995, Theorem 1.
However, a proof of these results seems to be not available in the literature (and
thus they are not included here).

Taking an operator theoretic viewpoint, the conditions “(2.12)” and “lc at
its left endpoint” on the structure Hamiltonian of a Hermite-Biehler function E
have a neat characterisation.

2.27 Theorem. Let E ∈ HB and let H be the structure Hamiltonian of E.

(i) The Hamiltonian H satisfies (2.12) if and only if the selfadjoint extensions
of S(H(E)) have resolvents of Hilbert-Schmidt class.

(ii) The Hamiltonian H is lc at its left endpoint if and only if AssocH(E)
contains a real and zerofree function.

✎ An explicit reference for item (i) is Kaltenbäck and Woracek 2007, Theorem 2.4 (where the
trace normed case is considered; the general case is easily deduced, cf. Winkler and Woracek
to appear, Theorem 2.12. Item (ii) is Branges 1961a, Theorems Vi,VII.

It is an interesting fact that these properties of H can also be characterised in
terms of E itself.

2.28 Theorem. Let H be a Hamiltonian defined on some interval I = (a, b),
and assume that H is lc at b.

13



(i) The Hamiltonian H satisfies (2.12) if and only if H is the structure Hamil-
tonian of a function E ∈ HB which is of Polya class (an entire function
F is said to be of Polya class, if F ∈ HB and for each x ∈ R the function
y 7→ |F (x+ iy)|, y ∈ (0,∞), is nondecreasing; see, e.g., Branges 1968, §7.
If real zeroes are admitted in the definition of HB, then this monotonictiy
condition describes precisely the locally uniform closure of HB ∩ C[z]).

(ii) The Hamiltonian H is lc at a if and only if H is the structure Hamiltonian
of a function E ∈ HB satisfying (as usual write E = A − iB with A,B
real entire functions)

– A and B have no common zeroes, and all zeroes of A and B are real
and simple.

– Im B(z)
A(z) ≥ 0 for all z ∈ C+.

– The nonzero zeroes αn of A and βn of B satisfy
∑

n

1

|A′(αn)B(αn)|α2
n

<∞,
∑

n

1

|A(βn)B′(βn)|β2
n

<∞ .

– The function 1
AB

has an expansion

1

A(z)B(z)
=
c−1

z
+ c0 +

∑

n

1

A′(αn)B(αn)

[ 1

z − αn

+
1

αn

]

+

+
∑

n

1

A(βn)B′(βn)

[ 1

z − βn
+

1

βn

]

,

with some c−1, c0 ∈ R.

✎ The first is contained in Branges 1968, Theorem 41, the second follows from Krein 1952b,
§3.Theorem A.

2.29 Example. Concerning the Paley-Wiener spaces, for each a > 0 the structure
Hamiltonian of the function E(z) := e−iaz is given as

H(x) :=

(

1 0
0 1

)

, x ∈ (0, a).

Concerning the space C[z]n endowed with an L2(µ)-inner product, the formulas
for H are more complicated. Assume that µ is a probability measure which has
moments sk :=

∫

R
xk dµ(x) up to order 2n+ 1, and set (by convention s−1 := 0

and arctan(∞) := π
2 )

Cn := det
(

si+j−1

)k

i,j=0
, Dk := det

(

si+j

)k

i,j=0
, En := det

(

si+j+1

)n

i,j=0
,

lk :=
C2

n + E2
n

Dn−1Dn

, φk :=

{

π
2 , k = 0

arctan
(

− Ek

Ck

)

, k = 1, . . . , n

Then the structure Hamiltonian of the Hermite-Biehler function associated with
the space C[z]n is composed of the sequence of n + 1 indivisible intervals of
lengths l0, . . . , ln and types φ0, . . . , φn. ♦

✎ The case of Paley-Wiener spaces is common knowledge and can be checked by simple com-
putation. The case of C[z]n is known from the theory of the Hamburger power moment
problem. An explicit reference is Kac 1999; see also Krein and H. Langer 1980 (within the
more general Pontryagin space setting).
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2.7 Inclusion of the string equation

A string is a pair (L,m) where L ∈ [0,+∞] and m is a positive (possibly un-
bounded) Borel measure on R ∪ {+∞} with

suppm ⊆ [0, L], m([0, x]) <∞, x ∈ [0, L),

m({L}) <∞, m({L}) = 0 if L+m([0, L]) = +∞.

We refer to L as the length of the string, to the function m(x) := m((−∞, x)),
x ∈ R, as its mass distribution function, to the number m([0, L]) as its total
mass, and denote the string given by L and m as S[L,m]. Throughout this
paper assume in addition that

inf suppm = 0, sup suppm = L,

meaning that the string has two heavy endpoints, i.e. cannot start or end with
an interval free of mass.

Given a string S[L,m], consider the eigenvalue equation of the Krein-Feller
differential operator −DmDx. Written in the form of an integral boundary value
problem this is











f(x)− f(0) + z

∫

[0,x]

(x− y)f(y) dm(y) = 0, x ∈ R,

f ′(0−) = 0

(2.13)

see, e.g., Kac and Krein 1968, §1 or Kac 1994. Thereby, z ∈ C is the eigenvalue
parameter.

The Krein-Feller differential operator arises when Fourier’s method is applied
to the partial differential equation

∂

∂m(s)

(

∂v(s, t)

∂s

)

− ∂2

∂t2
v(s, t) = 0,

which describes the vibrations of a string with a free left endpoint, which is
stretched with unit tension on the interval [0, L), and whose total mass on the
interval [0, x] equals m([0, x]). If the distribution function is sufficiently smooth,
the boundary value problem (2.13) can be rewritten as a Sturm-Liouville equa-
tion. Conversely, for most potentials, the one-dimensional Schrödinger operator
on a finite interval or on the half-line can be rewritten as a string equation using
an appropriate Liouville-transformation.

Strings can be considered as Hamiltonian systems in several ways.

2.30 Proposition. Let S[L,m] be a string, and define a Hamiltonian on the
interval

I0 :=







(0, L) , L+
∫ L

0
m(x)2 dx = ∞

(0,∞) , L+
∫ L

0
m(x)2 dx <∞

as

H0(x) :=



























(

1 −m(x)

−m(x) m(x)2

)

, x ∈ (0, L)

(

0 0

0 1

)

, x > L if L+
∫ L

0
m(x)2 dx <∞
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Then H0 is lc at 0 and lp at sup I0. The Weyl coefficient (the Weyl coefficient of
a canonical system is a certain analytic function having nonnegative imaginary
part throughout the upper half-plane. It can be used to build a functional model
for the canoncial differential equation. The measure in its Herglotz integral
representation is a spectral measure of one selfadjoint realization. For details
see, e.g., Branges 1961b, Theorem III) qH0

of H0 and the Titchmarsh-Weyl
coefficient (again, the Titchmarsh-Weyl coefficient of a canonical system is a
certain analytic function which describes the Krein-Feller operator associated
with the string. Sometimes, e.g. in the classical reference Kac and Krein 1968,
it is called the coefficient of dynamic compliance) q of S[L,m] are related as

qH0
(z) = zq(z).

2.31 Proposition. Let a string S[L,m] be given. Set µ := λ+m where λ denotes
the Lebesgue measure (then λ and m are both absolutely continuous with respect
to µ). Moreover, denote by M(x) the function M(x) := x+m(x) defined on the
interval [0, L). Then M(x) = µ([0, x)), x ∈ [0, L).

With this notation, define a Hamiltonian Hd on the interval Id := [0,∞) as

Hd(x) :=



























(

dλ
dµ

(x) 0

0 dm
dµ

(x)

)

, x ∈ ranM

(

0 0

0 1

)

, x ∈ (0,∞) \ ranM

Then Hd is lc at 0 and lp at ∞. The Weyl coefficient qHd
of Hd and the principal

Titchmarsh-Weyl coefficient q of S[L,m] are related as

qHd
(z) = zq(z2) .

✎ These two propositions can be regarded as common knowledge. A reference containing a
detailed and explicit account emphasising the operator theoretic perspective is Kaltenbäck,
Winkler, and Woracek 2007.

The relevance in the present context -paying special attention to growth
properties- is that a lot of knowledge about strings is readily available, and
Propositions 2.30 and 2.31 can be used to transfer this knowledge to particu-
lar classes of canonical systems and de Branges spaces. Some instances of this
principle will be met in §4.5 below; also remember the mentioned approach to
Theorem 2.26, (ii), (iii).

3 Growth functions

In complex analysis the notion of growth is most classical and plays a central
role. Comparing the maximum modulus of an entire function on a disk with
radius r with exponentials exp

(

rρ
)

leads to the common notion of order and
type. Very early in history also comparison with other functions appeared.
This is usually attributed to Lindelöf, who used comparison functions exp

(

λ(r)
)

where
λ(r) = ra ·

(

log(m1) r
)b1 · . . . ·

(

log(mn) r
)bn

(3.1)
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for large enough r. Here a ≥ 0, mi ∈ N, m1 < . . . < mn, b1, . . . , bn ∈ R, where
m1 = 1 and b1 > 1 if a = 0, and log(n) is defined by

log(1) r := log r, log(k+1) r := log
(

log(k) r
)

, k ∈ N,

for large enough r.
A general theory of growth is established by Valiron’s theory of proximate

orders, cf. Levin 1980, Section I.12. We follow the approach taken in Lelong
and Gruman 1986, Section I.6 or Rubel 1996, and use the terminology of growth
functions (in essence being the exponentials of proximate orders).

3.1 Definition. A function λ : R+ → R+ is called a growth function if it
satisfies the following axioms.

(gf1) The limit ρλ := lim
r→∞

log λ(r)
log r

exists and is finite and non-negative.

(gf2) For all sufficiently large values of r, the function λ is differentiable and

lim
r→∞

(

r λ
′(r)
λ(r)

/

log λ(r)
log r

)

= 1.

(gf3) We have log r = o
(

λ(r)
)

(all ‘o’- and ‘O’-relations are, unless otherwise
specified, understood for r → ∞).

♦

3.2 Remark. Notation in the literature is again not uniform.
First, instead of (gf2) often the condition

lim
r→∞

rλ′(r)

λ(r)
= ρλ (3.2)

is required. If ρλ > 0, clearly, this is equivalent to (gf2). However, if ρλ = 0,
(gf2) is stronger. In order to capture growth of functions of zero order, and
in the context of de Branges spaces such examples do appear naturally, it is
advisable to use (gf2) rather than (3.2).

Second, the condition (gf3) is imposed here to rule out some (usually trivial)
particular cases. For several results this is not needed, sometimes it is. ♦

Similar to the standard notion of type with respect to an order ρ, the type
of an entire function with respect to some growth function is defined. In the
following M(F, r) denotes the maximum modulus of the entire function F on
the disk with radius r centered at the origin, i.e.,

M(F, r) := max
|z|≤r

|F (z)| = max
|z|=r

|F (z)|.

3.3 Definition. Let F be an entire function and let λ a growth function. The
λ-type of F is defined to be the number (denote log+ x := max{log x, 0}, x > 0)

σλ(F ) := lim sup
r→∞

log+M(F, r)

λ(r)
∈ [0,∞].

♦
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Notice that the λ-type of a function F is finite if and only if log+M(F, r) =
O
(

λ(r)
)

. Moreover, the usual notion of type with respect to an order ρ is
reobtained for the growth function λ(r) := rρ.

The growth of an entire function relates to the distribution of its zeros.
Let (zn)n∈N be a sequence of (nonzero) complex numbers which has no finite
accumulation point. Set

N((zn)n∈N, r) :=
∑

|zn|≤r

log
r

|zn|
, S((zn)n∈N; r1, r2; k) :=

1

k

∑

r1<|zn|≤r2

( 1

zn

)k

.

The sequence (zn)n∈N is said to have finite λ-density if

N((zn)n∈N, r) = O
(

λ(r)
)

,

and to be λ-balanced if, uniformly in k,

|S((zn)n∈N; r1, r2; k)| = O
(λ(r1)

rk1
+
λ(r2)

rk2

)

, r1, r2 → ∞.

A sequence (zn)n∈N which has finite λ-density and is λ-balanced is called λ-
admissible.

3.4 Theorem. Let λ be a growth function, and (zn)n∈N be a sequence of
(nonzero) complex numbers which has no finite accumulation point. Then there
exists an entire function F with σλ(F ) < ∞ such that (zn)n∈N is the precise
sequence of zeros of F (taking into account multiplicities), if and only if (zn)n∈N

is λ-admissible.

✎ This is Rubel 1996, Theorem 13.5.2. See also Levin 1980, Theorems I.13.17,I.13.18.

3.5 Remark. Consider the case that λ(r) = rρ. If ρ is not an integer, then a
sequence (zn)n∈N is λ-admissible if and only if

lim sup
r→∞

1

rρ
N((zn)n∈N, r) <∞,

whereas, for integer ρ,
∣

∣

∣

∣

∣

∣

∑

|zn|≤r

( 1

zn

)ρ

∣

∣

∣

∣

∣

∣

= O(1)

should be valid in addition. ♦

✎ This is shown in Rubel 1996, Proposition 13.3.3.

Remark 3.5 shows that Theorem 3.4 reduces for λ(r) = rρ to the classical results
of Lindelöf on the distribution of the zeros of an entire function of order ρ, finite
type (for Lindelöf’s Theorems see, e.g., Levin 1980, Theorems I.10.14,I.11.15).
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4 General theorems relating de Branges spaces

and growth

4.1 Bringing together the concepts

The elements of a de Branges space are entire functions, and this naturally leads
to the following definition.

4.1 Definition. Let H be a de Branges space and λ a growth function. The
λ-type of H is defined to be the number

σλ(H) := sup
F∈H

σλ(F ) ∈ [0,∞].

♦

A particular case which is noteworthy in many respects is that λ(r) = r; then
one deals with usual exponential type.

4.2 Example. The Paley-Wiener space PWa is of r-type (usual exponential type)
equal to a. The space C[z]n is of zero λ-type for every growth function λ. ♦

4.2 Growth via Hermite-Biehler functions

The following result says that the growth of a de Branges space H can be
computed from the Hermite-Biehler function generating it.

4.3 Theorem. Let E ∈ HB and let λ be a growth function. Then

σλ(H(E)) = max
F∈H

σλ(F ) = max
F∈AssocH

σλ(F ) = σλ(E).

✎ This is Kaltenbäck and Woracek 2005a, Theorem 3.4. The proof employs some standard
complex analysis arguments and depends on the representation (2.9) of the reproducing kernel
of H.

It is a more involved fact that the growth of H can also be recovered from
the functions Sϕ parameterising the selfadjoint extensions of the multiplication
operator.

4.4 Theorem. Let E ∈ HB and let λ be a growth function. Then, with Sϕ as
in (2.10),

σλ(H(E)) = σλ(Sϕ), ϕ ∈ [0, π).

✎ This is Baranov and Woracek 2006, Corollary 2.5. For particular cases, see also Berg and
Pedersen 1995 and Kaltenbäck and Woracek 2005a, Corollary 3.18.
The proof depends on the following complex analysis lemma, which is of independent interest.

Lemma. Let A,B be entire functions and let λ be a growth function. If Im
B(z)
A(z)

≥ 0,

z ∈ C+, then σλ
A = σλ

B.

The proof of this lemma uses the Herglotz integral representation of functions with non-
negative imaginary part and subharmonicity. It is shown in Baranov and Woracek 2006,
Proposition 2.3, a particular case can be found in Berg and Pedersen 2007, Lemma 2.1.

Returning to the operator theoretic interpretation of the functions Sϕ, Theo-
rem 4.4 shows that growth of functions in H reflects in spectral properties of the
selfadjoint selfadjoint extensions of the multiplication operator. The following
statement illustrates this principle.
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4.5 Corollary. Let H be a de Branges space and let ρ > 0. If σrρ(H) < ∞,
then the operators (Aϕ − z)−1 belong to each Neumann–von Schatten class Sp,
p > ρ.

4.3 Exponential growth via structure Hamiltonians

Let E be a function of Hermite-Biehler class, and assume that its structure
Hamiltonian H is lc at its left endpoint. Then there exists a real entire function
C such that eCE is of bounded type in the upper half-plane, and hence of finite
exponential type. The type σr(e

CE) can be computed explicitly in terms of H.
This goes back to Krein 1951 or Branges 1961a, Theorem X. The next theorem
provides a slightly stronger formulation.

4.6 Theorem. Let E be a Hermite-Biehler function which is of bounded type
in the upper half-plane, and let H be its structure Hamiltonian (say, defined on
I = (a, b)). Assume that H satisfies (2.12) and the following condition (∆).

(∆) Fix x0 ∈ (a, b), and define functions Xk : (a, x0) → C2 recursively by

X0(x) :=

(

0

1

)

, Xk(x) :=

x
∫

x0

JH(y)Xk−1(y) dy, k ∈ N.

There exists a number N ∈ N0 such that (the space L2(H|(a,x0))
is the set of all 2-vector valued measureable functions f with
∫ x0

a
f∗(x)H(x)f(x) dx <∞)

L2
(

H|(a,x0)

)

∩ span
{

Xk : k ≤ N
}

6= {0}.

Then
√

detH(t) ∈ L1(a, b) and

σr(e
CE) =

∫ b

a

√

detH(t) dt. (4.1)

✎ This result follows from M. Langer and Woracek 2013b, Theorem 4.1.

Obviously, if H is lc at a, the hypothesis of Theorem 4.6 are fullfilled with
N = 0. Hence, Theorem 4.6 includes the classical case.

4.7 Example. Let α > 0 and set ν1 := α−1
2 , ν2 := α+1

2 . Moreover, denote by Jν
the Bessel function

Jν(x) :=

∞
∑

n=0

(−1)n

n! Γ(n+ ν + 1) 22n+ν
x2n+ν , ν ∈ R \ (−N).

For each b > 0, the entire function

Eα,b(z) := 2ν1Γ(ν2)z
−ν1

(

b−ν1Jν1
(zb)− ibν2Jν2

(zb)
)

is of Hermite-Biehler class. From the known asymptotics of Bessel functions, it
follows that σr(Eα,b) = b.
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The structure Hamiltonian Hα,b of Eα,b is given as

Hα,b(x) =

(

xα 0
0 x−α

)

, x ∈ (0, b).

It satisfies the hypothesis of Theorem 4.6. Obviously, detHα,b = 1, and this
illustrates validity of the formula (4.1). ♦

✎ The fact that Eα,b ∈ HB can be shown using the known properties of growth and zero
distribution of Bessel functions. However, what lies behind is M. Langer and Woracek 2013a,
Lemma 4.13. The fact that Hα,b satisfies the hypothesis of Theorem 4.6 can be shown using
arguments as in Winkler and Woracek to appear, Example 3.15.

If the structure Hamiltonian H of E is lp at its left endpoint, but not subject to
further growth restrictions, it is not known whether a general relation between
H and growth of H(E) prevails.

4.4 Growth behaviour of subspaces

Let H be a de Branges space, let λ be a growth function, and consider the
function

Υλ,H :

{

SubH → [0,∞]
L 7→ σλ(L) .

It is obvious from the definition of the λ-type of a de Branges space that Υλ,H
is nondecreasing.

One may say that the speed of exponential growth λ(r) = r manifests a
borderline. This intuitive statement is concretised by the next theorem which
gives a neat dichotomy.

4.8 Theorem. Let λ be a growth function.

(i) Assume that r = o
(

λ(r)
)

. Then, for each de Branges space H, the function
Υλ,H is constant.

(ii) Assume that λ(r) = O(r). Then, for each growth function λ1 with λ1(r) =
o(λ(r)), there exists a pair of de Branges spaces L,H with

L ∈ SubH and 0 < σλ1
(L) <∞, 0 < σλ(H) <∞.

The space H can be chosen such that 1 ∈ AssocH (and hence also 1 ∈
AssocL).

✎ Item (i) is Kaltenbäck and Woracek 2005a, Theorem 3.10. Its proof uses only that for each
two functions F,G in a de Branges space, their quotient F

G
is a (meromorphic) function of

bounded type in both, the open upper and lower half-planes.
The proof of the existence result in item (ii) is more involved; this is Baranov and Woracek
2006, Theorem 3.6 and its proof.

In particular, it is seen that for a growth function λ(r) = O(r), the function
Υλ,H may be not constant: with the notation of Theorem 4.8, (ii), it holds that

Υλ,H(L) = 0 whereas Υλ,H(H) > 0.

Interestingly, the behaviour of Υλ,H seems to be related to the growth of the cor-
responding Hermite-Biehler function along the real axis. At least, the following
result may be seen as a hint in this direction.
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4.9 Theorem. Let λ and λ1 be growth functions with λ1(r) = o(λ(r)), and let
H be a de Branges space with 0 < σλ(H) <∞. Assume that for one (and hence
for each) function E ∈ HB with H = H(E) (here f(x) ≍ g(x) means that there
exist constants 0 < c < C < ∞, such that cf(x) ≤ g(x) ≤ Cf(x) for all x in
the domain of definition of f and g)

log+ |E(x)|+ 1 ≍ λ(|x|), x ∈ R.

Then no infinite dimensional subspace L ∈ SubH is of finite λ1-type.

✎ This is Baranov and Woracek 2006, Theorem 4.1.

For exponential growth, i.e., for λ(r) = r, the function Υr,L is well-behaved.

4.10 Remark. Let E ∈ HB and assume that the structure Hamiltonian H of E
is subject to the conditions of Theorem 4.6. Then

inf
L∈SubH

Υr,H = 0,

and (of course, for L = H the formula involving the infimum is immaterial. Also,
if SubH contains a smallest element, for this element the formula involving the
supremum is immaterial)

σr(L) = inf
L′∈SubH

L′)L

σr(L′) = sup
L′∈SubH

L′(L

σr(L′), L ∈ SubH. (4.2)

♦

✎ This is immediate from (4.1).

The equality (4.2) can be seen as a continuity property of Υλ,L for λ(r) = r.
For growth functions λ with r = o(λ(r)), continuity of Υλ,L is trivial since this
function is constant. In stark contrast, if λ(r) = o(r), continuity fails miserably.

4.11 Theorem. Let λ be a growth function with λ(r) = o(r). Then there exists
a de Branges space H with

0 < σλ(H) <∞ and SubH =
{

C[z]n : n ∈ N
}

∪ {H}.

✎ This can be obtained by putting together Kaltenbäck and Woracek 2005b, Theorem 2.1(A)
with the knowledge on the relation between growth and distribution of zeros Theorem 3.4. A
more explicit, but less elementary, reference is Borichev and Sodin 1998, Theorem D (from
which the above follows by passing from a Stieltjes- to the symmetrised Hamburger moment
problem).

Theorem 4.11 shows in particular that the function Υλ,H may have a jump of
maximal possible height.

4.5 Growth from spectral properties of the string equa-

tion

There is a vast literature containing information about the solutions of a string
equation and about the spectrum of Krein-Feller operators. The connection
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between strings and canonical systems mentioned in §2.7 can be exploited to
transfer these results (here only an instance is presented where available knowl-
edge about strings is used to deduce knowledge about classes of Hamiltonians.
Despite, it should be pointed out that this transfer works both ways). The next
theorem is an example which illustrates this principle.

4.12 Theorem. Let E be a Hermite-Biehler function which is of bounded type
in the upper half-plane. Assume that the structure Hamiltonian H of E is of
the form (denote the domain of H as I = (a, b))

H(t) = trH(t)ξφ(t)ξφ(t)
T , t ∈ (a, b), (4.3)

where:

(i) The function φ(t) is bounded and piecewise monotone (by this it is meant
that there exists a finite partition of the domain of φ such that on each
interval of this partition the function φ is either nondecreasing or nonin-
creasing).

(ii) With φ(a) := limx↓a φ(x) it holds that

∫ b

a

|φ(x)− φ(a)| trH(x) dx <∞.

Then functions ψn ∈ L1
loc((a, b]) are well-defined by the recurrance

ψ0(x) := 1, ψn+1(x) :=

∫

(a,x]

(

∫ b

ξ

ψn(s) trH(s) ds
)

|dφ(ξ)|, x ∈ (a, b].

Assume in addition to (i) and (ii) that:

(iii) For some n ∈ N0 the function ψn belongs to L2(trH(x)dx).

Then
σ√r(E) <∞. (4.4)

✎ This result is obtained by combining Winkler and Woracek to appear, Theorem 5.2, the fact
that (ii) characterises trace-class (unpublished, but can be deduced using Kac and Krein
1958, p.140), and Kaltenbäck, Winkler, and Woracek 2006, Proposition 3.12.

Note that the hypothesis (i)–(iii) are certainly fullfilled (condition (iii) with
n = 0), if H is lc at a. In this case, the statement is just a slightly stronger
formulation of the classical result that the fundamental solutions of the eigen-
value equation associated with a string are entire functions of order 1

2 finite type
(which goes back to Krein 1952a, see also Kac and Krein 1968, (2.27)).

An easily accessible condition which ensures applicability of this result is the
following.

4.13 Theorem. Let E ∈ HB. If the phase function ϕE of E is bounded from
below (bounded from above), then the structure Hamiltonian of E is of the form
(4.3) with some nondecreasing (nonincreasing, respectively) and bounded func-
tion φ(t).
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✎ This is Winkler 1998, Theorems 4.1 and 4.3.

It should be pointed out that the conclusion (4.4) of Theorem 4.12 is only an
upper bound. Using Theorem 4.13, Remark 2.12, and Theorem 3.4, it is easy to
construct examples of Hermite-Biehler functions which satisfy the hypothesis of
Theorem 4.12 and are of arbitrary growth smaller than r

1
2 .

5 Some examples

5.1 De Branges spaces from Schrödinger equations

Let an integrable potential on an interval [0, L] be given. Then denote by y1 and

y2 the solutions of the homogenous equation − d2

dx2 + V = 0 with initial values

y1(0) = 1, y′1(0) = 0, y1(0) = 0, y′1(0) = 1 ,

and assign to V the Hamiltonian

HV (x) :=

(

y1(x)
2 y1(x)y2(x)

y1(x)y2(x) y2(x)
2

)

, x ∈ (0, L) .

For sufficently smooth Hamiltonians this construction can be reversed.
The canonical system with Hamiltonian HV is closely related to the

Schrödinger equation with potential V . In fact, if a function y(x, z) solves

the equation − d2

dx2 y(x, z) + V (x)y(x, z) = zy(x, z), then the function

u(x, z) :=

(

y1(x) y2(x)
y′1(x) y′2(x)

)−1(
y(x, z)

y′(x, z)

)

solves the canonical system.
Clearly, the Hamiltonian HV is lc at both endpoints 0 and L. Hence, it is

the structure Hamiltonian of a de Branges space HV .
The spaces of the chain SubHV are generated by the functions Ex(z) :=

y(x, z) + iy′(x, z) where y(x, z) is the solution of − d2

dx2 y(x, z) + V (x)y(x, z) =
zy(x, z) with y(0, z) = 1, y′(0, z) = 0. As a set, H(Ex(z)) is given as the space
of all cosine transforms with parameter

√
z of square integrable functions on

[0, x]. Its inner product can be computed via a certain integral operator.
In connection with growth properties, the following statement holds.

5.1 Proposition. Let L ∈ (0,∞), V ∈ L1(0, L), and let Ex, x ∈ (0, L], be the
family of spaces constructed above. Then

σ√r(H(Ex)) = x.

✎ The proof of the stated facts and more features of this interesting connection can be found
in Remling 2002.
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5.2 De Branges spaces from positive definite functions

Let 0 < a ≤ ∞. A continuous function f : (−2a, 2a) → C with f(−t) = f(t) is
called positive definite, if for each choice of n ∈ N and t1, . . . , tn ∈ (−a, a) the
quadratic form

∑n
i,j=1 f(ti − tj)ξiξj is positive semidefinite.

By Bochner’s theorem, a function f is positive definite on the whole real
line (a = ∞), if and only if it is the Fourier transform of a finite positive Borel
measure on R. It can be shown that each positive definite function f on a finite
interval (−2a, 2a) can be extended to a positive definite function on the whole
line in at least one way. In fact, either there exists a unique positive definite
extension to R, or there exist infinitely many (a proof which proceeds via an
operator theoretic argument can be found in M. Gorbachuk and V. Gorbachuk
1997, §3.2).

For a positive definite function f defined on (−2a, 2a), consider the linear
space

L(f) := span
{

eixz : x ∈ (−a, a)
}

endowed with the inner product (., .)f given by

(eixz, eiyz)f := f(x− y), x, y ∈ (−a, a).

The Hilbert space completion of L(f) is denoted as H(f).

5.2 Theorem. Let 0 < a < ∞, and let f be a positive definite function on
(−2a, 2a) which possess infinitely many extensions positive definite extensions
to R. Then H(f) is a de Branges space. Denoting Hb := cls{eixz : |x| ≤ b}, it
holds that

SubH ⊇
{

Hb : 0 ≤ b < a
}

. (5.1)

✎ This has been shown (within the more general Pontryagin space setting) in Kaltenbäck 1999.
An explicit reference for the Hilbert space case is not known to us, but it can be regarded as
common knowledge and deduced from the already mentioned M. Gorbachuk and V. Gorbachuk
1997, §3.2.

Concerning growth properties, apparently, σr(Hb) = b.
It should be noted that it is an open problem to find conditions on f which

characterise when in (5.1) equality holds (for “most” positive definite functions
equality does not hold).

5.3 Two examples from probability

First, one example where rational (positive) orders appear.

5.3 Example. Birth-and-death processes are a particular kind of stationary
Markov processes whose state space is the nonnegative integers. They model
the time evolution of some population. The transition probabilities are a solu-
tion of the forward Kolmogorov equation, and this yields a connection to the
theory of orthogonal polynomials and in turn to canonical systems (for details
see, e.g., Karlin and McGregor 1957).

For several cases order and type of the corresponding monodromy matrices
(and hence corresponding de Branges spaces) was computed. It depends on the
asymtotic behaviour on a small time scale of the one-step transition probabili-
ties. It turns out that for quartic processes the monodromy matrix is of order
1
4 and for cubic processes of order 1

3 . The type with respect to the respective
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order is finite and positive, and can be calculated (in fact, as the value of some
elliptic integral). ♦

✎ This is taken from Berg and Valent 1994, Gilewicz, Leopold, and Valent 2005, and Gilewicz,
Leopold, Ruffing, et al. 2006.

Again in connection with Markov processes fractal strings are studied in the
literature. In this context examples of de Branges spaces are obtained where
irrational orders appear.

5.4 Example. Let C be the classical Cantor set, and let S1 and S2 denote the
functions S1(x) :=

1
3x and S2(x) :=

1
3x + 2

3 defined on the unit interval [0, 1].
Moreover, for ρ ∈ (0, 1), let µρ be the unique probability measure on [0, 1] with

µρ(A) = ρµρ(S
−1
1 (A)) + (1− ρ)µρ(S

−1
2 (A))

for each Borel subset A of [0, 1]. Then suppµρ = C.
The distribution function mρ(x) := µρ([0, x]), x ∈ [0, 1], is the mass function

of a regular string. Provided that log(ρ3 )/ log(
1−ρ
3 ) is irrational, order and type

of the corresponding monodromy matrix can be computed: Denote by n(r) the
counting function of the spectrum of the corresponding Krein-Feller operator
(i.e., the number of spectral points in the interval [−r, r]). Then the limit

limr→∞
n(r)
rγ

exists and is finite and positive, where γ ∈ (0, 12 ) is the unique
solution of the equation

(ρ

3

)γ

+
(1− ρ

3

)γ

= 1.

♦

✎ This is taken from Freiberg 2000 and Freiberg 2005.

5.4 Two examples involving special functions which move

away from classical order and type

In the concrete examples presented so far exact growth with respect to some
order ρ (meaning positive and finite λ-type w.r.t. the growth function λ(r) = rρ)
appeared. The following two examples move away from the classical scale of
order.

First, some instances of very slowly growing Nevanlinna matrices.

5.5 Example. Using some general results, e.g., the Riesz criterion or the Krein
condition, it is often possible to conclude that a concrete moment sequence is
indeterminate. Contrasting this, there are rather few examples known of inde-
terminate moment sequences for which the corresponding monodromy matrix
can be computed explicitly. One class of such sequences are indeterminate mo-
ment problems within the q-Askey scheme. These include a variety of situations
featured by classical orthogonal polynomials, e.g., q-Laguerre or Stieltjes-Wigert
polynomials.

For indeterminate moment problems within the q-Askey scheme the corre-
sponding Nevanlinna matrices can be given explicitly in terms of special func-
tions (mostly hypergeometric functions). It turns out that these Nevanlinna
matrices (and hence the corresponding de Branges spaces) are of finite and
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positive λ-type with respect to the growth function λ(r) := (log r)α, where the
value of α may depend on the situation under consideration (but mostly is equal
to 2). In particular, these functions are of zero order. ♦

✎ This is taken from Christiansen 2004 and Berg and Pedersen 2007.

Second, an example where growth of order 1
2 maximal type occurs.

5.6 Example. Let ξ denote the Riemann ξ-function, i.e.,

ξ(z) :=
1

2
s(s− 1)π− s

2 Γ
(1

2
s
)

ζ(s)

and set

E(z) := ξ
(1

2
+ i

√
iz
)

.

Due to the functional equation ξ(1 − s) = ξ(s), this formula defines an entire
function. It is of Hermite-Biehler class, and hence generates a de Branges space.

From the known asymptotics of ξ it is seen that

0 < σλ(E) <∞ where λ(r) := r
1
2 log r.

The de Branges space generated by E contains the constant function 1, in
particular the structure Hamiltonian H of E is lc at its left endpoint. It turns
out that

SubH(E) =
{

C[z]n : n ∈ N
}

∪ {H(E)},
i.e., H consists of a sequence of indivisible intervals. ♦

✎ This is Kaltenbäck and Woracek 2005b, Example 3.2.

Finally, it should be said that plenty of examples of de Branges spaces generated
by special functions can be found in Branges 1968, Chapter 3.
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