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Abstract A convergence analysis for time-splitting generalized-Laguerre–
Fourier–Hermite pseudo-spectral methods applied to time-dependent Gross–
Pitaevskii equations with rotation term is given. The space discretization
combines the generalized-Laguerre–Fourier spectral method with respect to
the (x, y)-variables and the Hermite spectral method with respect to the z-
direction. For the time integration exponential operator splitting methods are
studied. Under suitable regularity requirements on the problem data spectral
accuracy of the spatial discretization and the nonstiff convergence order for
the time integrator is retained. Essential ingredients are a general functional
analytic framework of abstract nonlinear evolution equations and fractional
power spaces defined by the principal linear part, Sobolev-type inequalities in
curved rectangles, and results on the asymptotical distribution of the nodes
and weights associated with Gauß–Laguerre quadrature. The theoretical con-
vergence estimate is confirmed by a numerical example.
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1 Introduction

Scope of applications. The realization of dilute gaseous Bose–Einstein conden-
sation in physical experiments has received great attention among physicists to
date. Current research activities aim for a better understanding of the creation
and evolution of quantized vortices in rotating Bose–Einstein condensates. The
extensive experimental work is supplemented by mathematical investigations,
see for instance [7,8] and references therein.

Time-dependent Gross–Pitaevskii equation with rotation term. At tempera-
tures significantly below the critical temperature of the condensate, the time
evolution of a rotating condensate is mathematically described by a nonlinear
Schrödinger equation for the macroscopic wave function ψ : R3 × [0, T ]→ C :
(x, t) = (x, y, z, t) 7→ ψ(x, t), the time-dependent Gross–Pitaevskii equation
with additional rotation term

i ∂tψ(x, t) =
(
− 1

2∆+ Vext(x)−ΩLz + β |ψ(x, t)|2
)
ψ(x, t), (1a)

subject to asymptotic boundary conditions and an initial condition. Here,
Vext : R3 → R denotes an external real-valued potential, which we assume to
comprise a scaled harmonic potential that is symmetric with respect to the
(x, y)-components and an additional sufficiently regular potential V : R3 → R,
and β ∈ R the interaction constant. The rotation term involves the angular
momentum rotation speed Ω ∈ R and the angular momentum operator

Lz = − i
(
x ∂y − y ∂x

)
. (1b)

For our purposes it is useful to employ the following formulation of (1a) as
abstract evolution equation

i d
dtu(t) = Au(t) +B[u(t)]u(t), 0 ≤ t ≤ T, (1c)

where the linear differential operator A is given by

(Au)(x) =
(
− 1

2∆+ 1
2 γ (x2 + y2) + 1

2 γz z
2 −ΩLz

)
u(x) (1d)

with weights γ, γz > 0 and B denotes a nonlinear multiplication operator

B = B[u] = V + β |u|2, (1e)

acting on a function v : R3 → C as

(B[u]v)(x) = V (x) v(x) + β |u(x)|2 v(x). (1f)
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A discussion of the physical background of this model and numerical investi-
gation of its solution behavior is found for instance in [3], see also references
given therein. The favourable behavior of higher-order time-splitting pseudo-
spectral methods in accuracy, efficiency, and the conservation of physically
relevant quantities is confirmed by a variety of contributions; to mention a few
we refer to the works [3,4,6]. As detailed below, for our purposes it is useful
to first study the Gross–Pitaevskii equation in two space dimensions, where
x = (x, y) and (1d) is replaced by

(Au)(x) =
(
− 1

2∆+ 1
2 γ (x2 + y2)−ΩLz

)
u(x). (1g)

Convergence analysis for full discretizations. In this paper our main objective
is to provide a convergence analysis for time-splitting generalized-Laguerre–
Fourier–Hermite pseudo-spectral methods applied to Gross–Pitaevskii equa-
tions with rotation term in order to justify the use of this class of numerical
methods for practical applications and to identify the regularity requirements
on the data of the problem. The space discretization relies on a combination of
the generalized-Laguerre–Fourier spectral method with respect to the (x, y)-
variables and the Hermite spectral method with respect to the z-direction,
and the time integration is realized by exponential operator splitting meth-
ods. Our approach extends the works [9,15] and the recent contributions [12,
20]. In the seminal work [15] the stability and error behavior of the second-
order Strang splitting method for nonlinear Schrödinger equations such as
the cubic Schrödinger equation is analyzed, and a convergence analysis for
full discretizations of the Gross–Pitaevskii equation (without rotation term)
based on the Hermite pseudo-spectral method and the Strang splitting method
is given in [9]. The error behavior of high-order splitting methods applied to
nonlinear evolutionary Schrödinger equations has been studied in [12] for semi-
discretizations in time. Our approach is closely related to [20], where a conver-
gence analysis for high-order time-splitting pseudo-spectral methods (Fourier,
Sine, Hermite) applied to the Gross–Pitaevskii equation is given. However, the
complexity of the spectral discretization considered in this work implies a con-
siderable increase of technicalities. For this reason, we focus on the case of two
space dimensions as this constitutes the main challenge and briefly comment
on the extension to three space dimensions based on Hermite basis functions
for the z-variable. Moreover, for the sake of simplicity, we include a detailed
analysis for the Strang splitting method and indicate the generalization to
high-order splitting methods, since this is then in the lines of [12,20].

Outline. The present manuscript has the following structure. In Section 2, we
collect prerequisites related to the spatial discretization by the generalized-
Laguerre–Fourier pseudo-spectral method. In particular, this includes funda-
mental results on scaled generalized-Laguerre functions such as relations for
partial derivatives of the basis functions involving four basis functions with
neighboring indices (Lemma 1), Sobolev-type inequalities on curved rectan-
gles (Lemma 5), the asymptotical distribution of the Gauß–Laguerre quadra-
ture nodes and weights, and bounds for the spectral interpolant (Lemma 7).
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A general functional analytic framework [20] exposes the similarities between
different pseudo-spectral methods. Section 3 is devoted to the derivation of
the convergence result for the Strang-splitting generalized-Laguerre–Fourier
pseudo-spectral method applied to the time-dependent Gross–Pitaevskii equa-
tions with rotation term. The theoretical error estimate is finally illustrated
by a numerical example in Section 4.

2 Fundamental preliminaries

In this section, we deduce basic auxiliary results that are related to the
generalized-Laguerre–Fourier–Hermite pseudo-spectral method for the spatial
discretization of Gross–Pitaevskii equations with rotation term. Henceforth,
we employ standard notations and results for Lebesgue and Sobolev spaces,
see also [2]. For notational convenience, we do not distinguish between the
spatial variables and the associated multiplication operators; for instance, we
write xf for the function x 7→ xf(x, y).

2.1 Scaled generalized-Laguerre functions

Generalized-Laguerre polynomials. The generalized-Laguerre polynomials
(k,m = 0, 1, 2, . . . )

Lmk (r) = 1
k! r
−m er dk

drk

(
e−r rk+m

)
(2a)

obey the differential equation (k,m = 0, 1, 2, . . . )(
r d2

dr2 + (m+ 1− r) d
dr

)
Lmk (r) + kLmk (r) = 0

and the orthogonality relations (k, l,m = 0, 1, 2, . . . )∫ ∞
0

rm e−r Lmk (r)Lml (r) dr = Cmk δkl, Cmk =

m∏
j=1

(k + j), (2b)

cf. for example [1,17] or [19, Section 7.1]. Furthermore, they satisfy the rela-
tions (k = 1, 2, . . . , m = 0, 1, 2, . . . )

Lmk (r) = Lm+1
k (r)− Lm+1

k−1 (r), (2c)

d
drL

m
k (r) = −Lm+1

k−1 (r), (2d)

and (k = 0, 1, 2, . . . , m = 1, 2, . . . )

rLmk (r) = − (k + 1)Lm−1
k+1 (r) + (k +m)Lm−1

k (r), (2e)

mLmk (r) = rLm+1
k (r) + (k + 1)Lm−1

k+1 (r). (2f)
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Scaled generalized-Laguerre and related functions. Following [3], the scaled
generalized-Laguerre functions involving a positive weight γ > 0 are given
by (k,m = 0, 1, 2, . . . )

L̃γkm(r) = 1√
πCmk

γ(m+1)/2 rm e−γr
2/2 Lmk (γr2). (3)

The related complex-valued functions Lγkm : R2 → C are defined in terms of
polar coordinates

Lγkm(r cosϑ, r sinϑ) = L̃γk,|m|(r) eimϑ, (k,m) ∈M, (4a)

where the set of valid indices is introduced for convenience

M = {(k,m) : k = 0, 1, 2, . . . , m = 0,±1,±2, . . . }.

Clearly, in Cartesian coordinates it follows

Lγkm(x, y) = L̃γk,|m|
(√

x2 + y2
)( x+ i y√

x2 + y2

)m
, (k,m) ∈M. (4b)

Pointwise multiplication and partial derivatives. The following auxiliary result
is needed in order to establish relations between the norm in Sobolev and
fractional power spaces. We note that the amount of technicalities in the proof
is significantly reduced by the consideration of Lγkm : R → C as a complex
function Lγkm : C→ C.

Lemma 1 The following identities are valid for all (k,m) ∈ M where
Lγ−1,m±1 = 0:

xLγkm =



−
√
k

2
√
γL

γ
k−1,m+1 +

√
k+m
2
√
γ L

γ
k,m−1

+
√
k+m+1
2
√
γ Lγk,m+1 −

√
k+1

2
√
γ L

γ
k+1,m−1, m > 0,

−
√
k

2
√
γL

γ
k−1,+1 +

√
k+1

2
√
γ L

γ
k,−1

+
√
k+1

2
√
γ L

γ
k,+1 −

√
k

2
√
γL

γ
k−1,−1, m = 0,

−
√
k

2
√
γL

γ
k−1,m−1 +

√
k−m
2
√
γ L

γ
k,m+1

+
√
k−m+1
2
√
γ Lγk,m−1 −

√
k+1

2
√
γ L

γ
k+1,m+1, m < 0,

(5a)

yLγkm =



+ i
√
k

2
√
γL

γ
k−1,m+1 + i

√
k+m

2
√
γ L

γ
k,m−1

− i
√
k+m+1
2
√
γ Lγk,m+1 −

i
√
k+1

2
√
γ L

γ
k+1,m−1, m > 0,

− i
√
k

2
√
γL

γ
k−1,+1 + i

√
k+1

2
√
γ L

γ
k,−1

− i
√
k+1

2
√
γ L

γ
k,+1 + i

√
k

2
√
γL

γ
k−1,−1, m = 0,

− i
√
k

2
√
γL

γ
k−1,m−1 −

i
√
k−m

2
√
γ L

γ
k,m+1

+ i
√
k−m+1
2
√
γ Lγk,m−1 + i

√
k+1

2
√
γ L

γ
k+1,m+1, m < 0,

(5b)
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∂xLγkm =



−
√
γk
2 L

γ
k−1,m+1 +

√
γ(k+m)

2 Lγk,m−1

−
√
γ(k+m+1)

2 Lγk,m+1 +

√
γ(k+1)

2 Lγk+1,m−1, m > 0,

−
√
γk
2 L

γ
k−1,+1 −

√
γ(k+1)

2 Lγk,−1

−
√
γ(k+1)

2 Lγk,+1 −
√
γk
2 L

γ
k−1,−1, m = 0,

−
√
γk
2 L

γ
k−1,m−1 +

√
γ(k−m)

2 Lγk,m+1

−
√
γ(k−m+1)

2 Lγk,m−1 +

√
γ(k+1)

2 Lγk+1,m+1, m < 0,

(5c)

∂yLγkm =



i
√
γk
2 L

γ
k−1,m+1 +

i
√
γ(k+m)

2 Lγk,m−1

+
i
√
γ(k+m+1)

2 Lγk,m+1 +
i
√
γ(k+1)

2 Lγk+1,m−1, m > 0,

i
√
γk
2 L

γ
k−1,+1 −

i
√
γ(k+1)

2 Lγk,−1

+
i
√
γ(k+1)

2 Lγk,+1 −
i
√
γk
2 L

γ
k−1,−1, m = 0,

− i
√
γk
2 L

γ
k−1,m−1 −

i
√
γ(k−m)

2 Lγk,m+1

− i
√
γ(k−m+1)

2 Lγk,m−1 −
i
√
γ(k+1)

2 Lγk+1,m+1, m < 0.

(5d)

Proof We consider the complex functions (k,m = 0, 1, 2, . . . )

fγkm(z) = zm e−γ|z|
2/2 Lmk (γ|z|2).

With z = x+ i y = reiϑ it holds

Lγkm(x, y) =


1√
πCmk

γ(m+1)/2 fγkm(z), m ≥ 0,

1√
πC
|m|
k

γ(|m|+1)/2f̄γkm(z), m < 0,

where f̄γkm(z) = z̄me−γ|z|
2/2Lmk (γ|z|2) is the complex conjugate of fγkm(z).

Using (2c) we obtain

zfγkm(z) = e−γ|z|
2/2
(
zm+1Lmk (γ|z|2)

)
= e−γ|z|

2/2
(
zm+1Lm+1

k (γ|z|2)− zm+1Lm+1
k−1 (γ|z|2)

)
= fγk,m+1(z)− fγk−1,m+1(z), (6a)

and, using (2e),

z̄fγkm(z) = 1
γ e−γ|z|

2/2
(
γ|z|2zm−1Lmk (γ|z|2)

)
= e−γ|z|

2/2
(
−k+1

γ zm−1 Lm−1
k+1 (γ|z|2) + k+m

γ zm−1 Lm−1
k (γ|z|2)

)
= −k+1

γ fγk+1,m−1(z) + k+m
γ fγk,m−1(z). (6b)
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With x = 1
2 (z + z̄) and y = − 1

2 i (z − z̄) the relations (5a) and (5b) follow
from (6a) and (6b) in the case m ≥ 1. The cases m = 0 and m < 0 are proven
similarly.

In order to prove (5c) and (5d) we consider the differential operators

∂z = 1
2 (∂x − i ∂y) , ∂z̄ = 1

2 (∂x + i ∂y) .

These can be applied as if z and z̄ were independent variables, see [18, Sec-
tion 1.4]. Using the product rule for the differential operator ∂z and the equa-
tion (2d) for the derivative of the Laguerre polynomial Lmk we obtain

∂zf
γ
km(z) = ∂z

(
zme−γzz̄/2Lmk (γzz̄)

)
= e−γ|z|

2/2
(
mzm−1Lmk (γ|z|2)− γ

2 zz̄z
m−1Lmk (γ|z|2)

−γzz̄zm−1Lm+1
k−1 (γ|z|2)

)
.

Here we substitute (2f) to obtain

mzm−1Lmk (γ|z|2) = γzz̄zm−1Lm+1
k (γ|z|2) + (k + 1)zm−1Lm−1

k+1 (γ|z|2),

and further

∂zf
γ
km(z) = e−γ|z|

2/2
(
γzz̄zm−1

(
Lm+1
k (γ|z|2)− Lm+1

k−1 (γ|z|2)− 1
2 L

m
k (γ|z|2)

)
+(k + 1)zm−1Lm−1

k+1 (γ|z|2)
)
,

where we first apply (2c) and then substitute (2e),

γ
2 zz̄z

m−1Lmk (γ|z|2) = −k+1
2 zm−1Lm−1

k+1 (γ|z|2) + k+m
2 zm−1Lm−1

k (γ|z|2),

to obtain

∂zf
γ
km(z) = e−γ|z|

2/2
(
γ
2 zz̄z

m−1Lmk (γ|z|2) + (k + 1)zm−1Lm−1
k+1 (γ|z|2)

)
= e−γ|z|

2/2
(
k+1

2 zm−1Lm−1
k+1 (γ|z|2) + k+m

2 zm−1Lm−1
k (γ|z|2)

)
= k+1

2 fγk+1,m−1(z) + k+m
2 fγk,m−1(z). (6c)

Using the product rule for the differential operator ∂z̄ together with equation
(2d), and then (2c) we have

∂z̄f
γ
km(z) = ∂z̄

(
zme−γzz̄/2Lmk (γzz̄)

)
= e−γ|z|

2/2
(
−γ2 z

m+1Lmk (γ|z|2)− γzm+1Lm+1
k−1 (γ|z|2)

)
= e−γ|z|

2/2
(
−γ2 z

m+1Lm+1
k (γ|z|2)− γ

2 z
m+1Lm+1

k−1 (γ|z|2)
)

= −γ2 f
γ
k−1,m+1(z)− γ

2 f
γ
k,m+1(z). (6d)

With ∂x = ∂z +∂z̄ and ∂y = i (∂z−∂z̄) the relations (5c) and (5d) follow from
(6c) and (6d) in the case m ≥ 1. Again, the cases m = 0 and m < 0 are shown
similarly. ut
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2.2 Functional analytic framework

Complete orthonormal system. The considered time-splitting generalized-
Laguerre–Fourier pseudo-spectral method for the discretization of the two-
dimensional Gross–Pitaevskii equation (1) relies on the fact that the eigen-
functions (Lγkm)(k,m)∈M associated with the densely defined self-adjoint oper-
ator A : D(A) ⊂ L2(R2) → L2(R2) form a complete orthonormal system of
the Lebesgue space L2(R2), see [3] for further details and recall (4a). That is,
the eigenvalue relation

ALγkm =
(
− 1

2∆+ 1
2 γ (x2 + y2)−ΩLz

)
Lγkm = λkm Lγkm,

λkm = γ (2k + |m|+ 1)−mΩ , (k,m) ∈M,
(7a)

the orthogonality relation

〈Lγkm,L
γ
k′m′〉L2(R2)

=

∫
R2

Lγkm(x, y)Lγk′,m′(x, y) dxdy

=

∫ 2π

0

∫ ∞
0

r L̃γk,|m|(r) L̃
γ
k′,|m′|(r) ei(m

′−m)ϑ dr dϑ

= δkk′δmm′ , (k,m), (k′,m′) ∈M, (7b)

and for any u ∈ L2(R2) the spectral representation

u =
∑

(k,m)∈M

ckm(u)Lγkm, ckm(u) = 〈Lγkm, u〉L2(R2)
, (k,m) ∈M,

are valid. Furthermore, by Parseval’s identity, for u ∈ L2(R2) it follows

‖u‖2L2(R2) =
∑

(k,m)∈M

|ckm(u)|2.

Fractional power spaces. Throughout, we employ the assumption

|Ω| < γ, (8)

which implies that all eigenvalues are positive and thus the linear operator A
is positive-definite. Consequently, for arbitrary exponents α ∈ R the fractional
powers Aα : Xα = D(Aα) ⊂ L2(R2)→ L2(R2), defined by

Aαu =
∑

(k,m)∈M

ckm(u)λαkm L
γ
km,

‖u‖2Xα = ‖Aαu‖2L2(R2) =
∑

(k,m)∈M

|ckm(u)|2 λ2α
km,

Xα =
{
u ∈ L2(R2) : ‖u‖Xα <∞

}
,

are again linear, self-adjoint, and positive-definite operators. The spaces Xα

are called fractional power spaces associated with the operator A; in particular,
it holds X0 = L2(R2) and X1 = D(A).
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2.3 Estimates in fractional power spaces

In this section, we derive estimates for products of functions in fractional power
spaces. A first auxiliary result relates estimates with respect to Sobolev-norms
to estimates in fractional power spaces.

Lemma 2 For any α ≥ 0 it holds

‖xu‖Xα + ‖y u‖Xα + ‖∂xu‖Xα + ‖∂yu‖Xα ≤ C ‖u‖Xα+1
2

, u ∈ Xα+ 1
2
,

with a constant C that is independent of u.

Proof From equations (5a) and (5d) it follows that FLγkm, F ∈ {x, y, ∂x, ∂y},
can be represented in the form

FLγkm =
∑

(k′,m′)∈M

akmk′m′ L
γ
k′m′ =

∑
k′=k−1,k,k+1
m′=m±1

akmk′m′ L
γ
k′m′ ,

where for given (k,m) ∈ M, akmk′m′ 6= 0 only holds for k′ ∈ {k − 1, k, k + 1}
and m′ ∈ {m− 1,m+ 1}. Conversely, for given (k′,m′) ∈ M, akmk′m′ 6= 0 only
holds for k ∈ {k′ − 1, k′, k′ + 1} and m ∈ {m′ − 1,m′ + 1}. Therefore,

AαFu = Aα
∑

(k,m)∈M

ckm(u)F Lγkm

= Aα
∑

(k,m)∈M

ckm(u)
∑

k′=k−1,k,k+1
m′=m±1

akmk′m′ L
γ
k′m′

=
∑

(k′,m′)∈M

∑
k=k′−1,k′,k′+1

m=m′±1

ckm(u) akmk′m′ λ
α
k′m′ L

γ
k′m′ .

From the explicitly given values of akmk′m′ in (5a) and (5d) and the estimate

λkm = γ(2k + |m|+ 1)−Ωm ≥ γ (2k + 1) + (γ − |Ω|) |m|
≥ (γ − |Ω|) (k + |m|+ 1) (9a)

we obtain

|akmk′m′ |2 ≤ 1
4 γ
±1 (k + |m|+ 1) ≤ 1

4

γ±1

γ − |Ω|
λkm ≤ C λkm,

where γ±1 = γ+1 for F ∈ {∂x, ∂y} and γ±1 = γ−1 for F ∈ {x, y}; recall
|Ω| < γ. Using

|z1 + · · ·+ zN |2 ≤ N (|z1|2 + · · ·+ |zN |2), z1, . . . , zN ∈ C, (9b)
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which follows easily from the arithmetic-geometric mean inequality,1 we obtain

‖AαFu‖2X0
=

∑
(k′,m′)∈M

λ2α
k′m′

∣∣∣ ∑
k=k′−1,k′,k′+1

m=m′±1

ckm(u) akmk′m′
∣∣∣2

≤ C
∑

(k′,m′)∈M

λ2α
k′m′

∑
k=k′−1,k′,k′+1

m=m′±1

|ckm(u)|2 λkm

= C
∑

(k,m)∈M

|ckm(u)|2 λkm
∑

k′=k−1,k,k+1
m′=m±1

λ2α
k′m′ ,

where in the last step we changed the order of summation. Now it is easily seen
that λk′m′ ≤ Cλkm holds for all k′ ∈ {k−1, k, k+ 1} and m′ ∈ {m−1,m+ 1}.
Therefore, finally, the stated result

‖Fu‖2Xα = ‖AαFu‖2X0
≤ C

∑
(k,m)∈M

|ckm(u)|2 λ2α+1
km

= C ‖Aα+ 1
2u‖2X0

= C ‖u‖2X
α+1

2

is obtained. ut

The following estimates result from the application of a Sobolev imbedding
theorem [5] and Lemma 2. Within our general analytic framework its proof is
independent of the considered spectral space discretisation, see [20] for details
of the proof.

Lemma 3 For any α ≥ 1 it holds

‖u‖L∞(R2) ≤ C ‖u‖H2(R2) ≤ C ‖u‖Xα , u ∈ Xα, (10a)

‖u v‖X0 ≤ C ‖u‖X0 ‖v‖Xα , u ∈ X0, v ∈ Xα. (10b)

For any α ∈ N with α ≥ 1 it holds

‖u v‖Xα ≤ C ‖u‖Xα‖v‖Xα , u, v ∈ Xα. (10c)

1 From

<(zn z̄m) = <
(
(xn + iyn) (xm − iym)

)
= xn xm + yn ym ≤

√
x2n x

2
m +

√
y2n y

2
m

≤ 1
2

(x2n + x2m + y2n + y2m) = 1
2

(|zn|2 + |zm|2)

it follows ∣∣∣ N∑
n=1

zn

∣∣∣2 =

N∑
n=1

|zn|2 + 2
∑
n6=m

<(zn zm) ≤ N
N∑
n=1

|zn|2.



11

2.4 Sobolev-type inequalities

In this section, we derive Sobolev-type inequalities, which hold on finite subsets
of the line and the plane, respectively. We note that the constants appearing
in the bounds could be given explicitly in all cases.

Lemma 4 (i) For any u ∈ H1(a, b) with a < b it holds

max
x∈[a,b]

|u(x)| ≤ 1
b−a

∫ b

a

|u(x)| dx+

∫ b

a

| d
dxu(x)| dx

= 1
b−a ‖u‖L1(a,b) + ‖ d

dxu‖L1(a,b) (11a)

≤ 1√
b−a ‖u‖L2(a,b) +

√
b− a ‖ d

dxu‖L2(a,b). (11b)

(ii) Let Ω = (a, b) × (c, d) with a < b and c < d. For any u ∈ H2(Ω1) with
Ω1 ⊃ Ω a bounded Lipschitz domain it holds

max
(x,y)∈Ω

|u(x, y)|

≤ 1
(b−a)(d−c) ‖u‖L1(Ω) + 1

d−c ‖∂xu‖L1(Ω) + 1
b−a ‖∂yu‖L1(Ω)

+2 ‖∂xyu‖L1(Ω) (11c)

≤ 1√
(b−a)(d−c)

‖u‖L2(Ω) +
√
b−a√
d−c ‖∂xu‖L2(Ω)

+
√
d−c√
b−a ‖∂yu‖L2(Ω) + 2

√
(b− a)(d− c) ‖∂xyu‖L2(Ω). (11d)

Proof (i) This result is also given in [19]. Since the proof of (ii) proceeds
similarly, however, we also give a proof for (i). For any u ∈ H1(a, b) it holds
u ∈ C[a, b] by the Sobolev imbedding theorem2 and thus there exists x∗ ∈ [a, b]
with |u(x∗)| = minx∈[a,b] |u(x)|. Clearly, the minimum is not greater than the
mean value

|u(x∗)| ≤ 1
b−a

∫ b

a

|u(x)|dx = 1
b−a‖u‖L1(a,b).

Together with

|u(x)| − |u(x∗)| ≤ |u(x)− u(x∗)| ≤
∫ b

a

| d
dxu(x)| dx = ‖ d

dxu‖L1(a,b)

this implies (11a), and (11b) follows by Schwarz’s inequality.
(ii) For any u ∈ H2(Ω1) it follows u ∈ C(Ω1) by the Sobolev imbedding

theorem. For fixed y1, y2 ∈ [c, d] the function

v(x) =

∫ y2

y1

∂yu(x, y) dy

2 In 1D this is easy to prove: For any x1, x2 ∈ [a, b] it holds

|u(x1)− u(x2)| ≤
∫ x2

x1

| d
dx
u(x)| dx ≤

√
|x2 − x1| ‖ d

dx
u‖L2(a,b).
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is in H1(a, b), so by (11a)

|u(x1, y1)− u(x1, y2)| = |v(x1)| ≤ max
x∈[a,b]

|v(x)|

≤ 1
b−a

∫ b

a

|v(x)| dx+

∫ b

a

|∂xv(x)| dx

≤ 1
b−a

∫ b

a

∫ d

c

|∂yu(x, y)| dy dx+

∫ b

a

∫ d

c

|∂xyu(x, y)| dy dx

= 1
b−a‖∂yu‖L1(Ω) + ‖∂xyu‖L1(Ω).

Note that the final estimate does not depend on y1, y2. Similarly, it follows

|u(x1, y2)− u(x2, y2)| ≤ 1
d−c‖∂xu‖L1(Ω) + ‖∂xyu‖L1(Ω),

and thus

|u(x1, y1)− u(x2, y2)| ≤ |u(x1, y1)− u(x1, y2)|+ |u(x1, y2)− u(x2, y2)|
≤ 1

d−c ‖∂xu‖L1(Ω) + 1
b−a ‖∂yu‖L1(Ω) + 2 ‖∂xyu‖L1(Ω) (12)

for (x1, y1), (x2, y2) ∈ Ω. Applying the above estimate with (x2, y2) = (x∗, y∗)
for which |u(x∗, y∗)| = min{|u(x, y)| : (x, y) ∈ Ω} we obtain (11c) using the
fact that the mean value 1

(b−a)(d−c)‖u‖L1(Ω) is not less than the minimum,

similarly as in part (i). Finally, (11d) follows by Schwarz’s inequality. ut

The following result provides an estimate for the maximum of a function
on a curved rectangle

R = {(x, y) = (r cosϑ, r sinϑ) : r ∈ (rA, rB), ϑ ∈ (ϑA, ϑB)}, (13)

where 0 < rA < rB , ϑA < ϑB , and ϑB − ϑA ≤ 2π.

Lemma 5 For any u ∈ H2(R2) the estimate

max
(x,y)∈R

|u(x, y)| ≤ c0 ‖u‖L2(R)

+ (c11 + c12 + c13)
(
‖∂xu‖L2(R) + ‖∂yu‖L2(R)

)
+ c2

(
‖∂2
xu‖L2(R) + ‖∂2

yu‖L2(R) + ‖∂xyu‖L2(R)

)
,

(14a)

is valid on a curved rectangle of the form (13) with constants

c0 = 1√
VolR

= 1√
1
2 (r2B−r2A)(ϑB−ϑA)

, (14b)

c11 = 1√
ϑB−ϑA

√
log rB

rA
≤ 1√

ϑB−ϑA

√
r2B−r

2
A

2r2A
, (14c)

c12 =
√

(ϑB−ϑA) (rA+rB)
2(rB−rA) , (14d)

c13 = 2
√

(ϑB − ϑA) log rB
rA
≤ 2
√
ϑB − ϑA

√
r2B−r

2
A

2r2A
, (14e)

c2 = 2
√

VolR =
√

2 (r2
B − r2

A) (ϑB − ϑA). (14f)
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Proof We set
R̃ = {(r, ϑ) : r ∈ (rA, rB), ϑ ∈ (ϑA, ϑB)}

and for some bounded Lipschitz domain R̃1 ⊇ R̃ define a function ũ on R̃1 by

ũ(r, ϑ) = u(r cosϑ, r sinϑ), (r, ϑ) ∈ R̃1.

Then ũ ∈ H2(R̃1) and thus by equation (12) it follows

|u(x1, y1)− u(x2, y2)| (15a)

≤ 1
(ϑB−ϑA) ‖∂rũ‖L1(R̃) + 1

(rB−rA) ‖∂ϑũ‖L1(R̃) + 2 ‖∂rϑũ‖L1(R̃)

for all (x1, y1), (x2, y2) ∈ R.
From |∂rũ| = | cosϑ∂xu+sinϑ∂yu| ≤ |∂xu|+|∂yu| it follows using Schwarz’s

inequality

‖∂rũ‖L1(R̃) =

∫ ϑB

ϑA

∫ rB

rA

|∂rũ| dr dϑ =

∫
R

1
r |∂rũ| dxdy

≤
∫
R

1
r |∂xu| dxdy +

∫
R

1
r |∂yu| dxdy

≤

√∫
R

1
r2 dx dy

(
‖∂xu‖L2(R) + ‖∂yu‖L2(R)

)
=

√∫ ϑB

ϑA

∫ rB

rA

1
r dr dϑ

(
‖∂xu‖L2(R) + ‖∂yu‖L2(R)

)
=
√

(ϑB − ϑA) log rB
rA

(
‖∂xu‖L2(R) + ‖∂yu‖L2(R)

)
. (15b)

Similarly, from

|∂ϑũ| = | − r sinϑ∂xu+ r cosϑ∂yu| ≤ r |∂xu|+ r |∂yu|

it follows

‖∂ϑũ‖L1(R̃) =

∫ ϑB

ϑA

∫ rB

rA

|∂ϑũ| dr dϑ =

∫
R

1
r |∂ϑũ| dx dy

≤
∫
R

|∂xu| dxdy +

∫
R

|∂yu| dxdy

≤

√∫
R

1 dx dy
(
‖∂xu‖L2(R) + ‖∂yu‖L2(R)

)
=
√

1
2 (ϑB − ϑA) (r2

B − r2
A)
(
‖∂xu‖L2(R) + ‖∂yu‖L2(R)

)
(15c)

and, using

|∂rϑũ| =
∣∣− sinϑ∂xu+ cosϑ∂yu− r cosϑ sinϑ∂2

xu

+r cosϑ sinϑ∂2
yu+ r (cos2 ϑ− sin2 ϑ) ∂xyu

∣∣
≤ |∂xu|+ |∂yu|+ r |∂2

xu|+ r |∂2
yu|+ r |∂xyu|,
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we obtain

‖∂rϑũ‖L1(R̃) ≤
√

(ϑB − ϑA) log rB
rA

(
‖∂xu‖L2(R) + ‖∂yu‖L2(R)

)
(15d)

+
√

1
2 (ϑB − ϑA) (r2

B − r2
A)
(
‖∂2
xu‖L2(R) + ‖∂2

yu‖L2(R) + ‖∂xyu‖L2(R)

)
.

Substituting (15b), (15c), and (15d) in (15a) we obtain

|u(x1, y1)− u(x2, y2)| ≤ (c11 + c12 + c13)
(
‖∂xu‖L2(R) + ‖∂yu‖L2(R)

)
+c2

(
‖∂2
xu‖L2(R) + ‖∂2

yu‖L2(R) + ‖∂xyu‖L2(R)

)
for all (x1, y1), (x2, y2) ∈ R. Applying this estimate with (x2, y2) = (x∗, y∗)
for which |u(x∗, y∗)| = min{|u(x, y)| : (x, y) ∈ R} we obtain (14a) using the
fact that the mean value 1

VolR‖u‖L1(R) ≤ 1√
VolR
‖u‖L2(R) is not less than the

minimum.
The inequalities in (14c) and (14e) follow by the mean value theorem

log rB
rA

= 1
2 (log r2

B − log r2
A) ≤ 1

2
r2B−r

2
A

r2A
.

Altogether, this yields the stated estimates. ut

2.5 Estimates in a discrete L2-norm related to Gauß–Laguerre quadrature

In the following, we deduce a bound with respect to a discrete L2-norm involv-
ing Gauß–Laguerre quadrature nodes and weights, needed for the estimation
of the generalized-Laguerre–Fourier spectral interpolant. For this purpose, we
first discuss the asymptotical distribution of the Gauß–Laguerre quadrature
nodes and weights.

Gauß–Laguerre quadrature nodes and weights. We recall the definition (2a) of
the generalized-Laguerre polynomials. The zeros of the (standard) Laguerre
polynomial LN = L0

N and the corresponding weights associated with the
Gauß–Laguerre quadrature formula of order 2N are denoted by

%0N < %1N < · · · < %N−2,N < %N−1,N , ωjN =
%jN

(N + 1)2 (LN+1(ω0
jN ))2

.

The smallest zero satisfies the relation

C1N−1 ≤ %0N ≤ C2N−1 (16a)

with constants C1, C2 > 0 independent of N , cf. [13, Theorem 1.4 (1.22)], and
the largest zero satisfies the bound

%N−1,N ≤ 4N, (16b)

cf. for example [17, §18.16.13]. Following [13, eq. (1.18)] we define the function

ϕN (r) =

√
r + 4N−1 (8N − r)

N
√

4N + 4N1/3 − r
, r ∈ [0, 4N ].
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Then, for N ≥ N0 the quadrature weights satisfy the relation

C1 ϕN (%jN ) ≤ ωjN e%jN ≤ C2 ϕN (%jN ), j = 0, . . . , N − 1, (17a)

with constants C1, C2 independent of N and j, cf. [13, Theorem 1.3 (1.19)].
Furthermore, for N ≥ 1 it holds

C1ϕN (%jN ) ≤ %jN − %j−1,N ≤ C2 ϕN (%jN ), j = 1, . . . , N − 1, (17b)

with constants C1, C2 independent of N and j, cf. [14, Theorem 1.4]. By ele-
mentary calculus it follows that ϕN (r) has no local extremum in (0, 4N) for all
N ≥ 2. Hence, the minimum and maximum are attained at r = 0 and r = 4N ,
respectively,

ϕN (r) ≥ ϕN (0) =
8√

N2 +N4/3
≥ 4
√

2N−1, r ∈ [0, 4N ], (18a)

ϕN (r) ≤ ϕN (4N) = 4

√
N +N−1

N1/6
≤ 4
√

2N1/3, r ∈ [0, 4N ]. (18b)

Moreover, due to the fact that the function r 7→ (8N−r)2
4N+4N1/3−r has no local

maximum in (0, 4N) and thus attains its maximum at one of the boundary
points r = 0 or r = 4N , the estimate

1
r ϕN (r)2 =

(1 + 4N−1

r ) (8N − r)2

N2 (4N + 4N1/3 − r)

≤ C (8N − r)2

N2(4N + 4N1/3 − r)
≤ CN−1/3, CN−1 ≤ r ≤ 4N,

(19)

is valid. Also, by means of (16a) it follows

ϕN (%0N ) ≤
8N
√

(C2 + 4)N−1

N
√

4N + 4N1/3 − C2N−1
≤ C N

−1/2

N1/2
= CN−1. (20)

Discrete L2-norm. Following [3, eq. (2.29)], we introduce scaled Gauß–
Laguerre nodes and weights

rjN =
√

%jN
γ , wjN = 1

γ π ωjN e%jN , j = 0, 2, . . . , N − 1, (21)

and for even integer M > 0 we consider the equidistant nodes

ϑsM = 2πs
M , s = 0, . . . ,M − 1,

associated with the trapezoidal rule. For functions u ∈ H2(R2) ⊂ C(R2) we
define a discrete L2-norm through

‖u‖2NM = 1
M

N−1∑
j=0

M−1∑
s=0

wjN |u(rjN cosϑsM , rjN sinϑsM )|2. (22)

The following result relates discrete L2-norms to L2-norms and Sobolev-
seminorms.



16

Lemma 6 For any u ∈ H2(R2) the bound

‖u‖NM ≤ C
(
‖u‖L2(R2) +

(
N−1/6 +M−1N1/2

)
|u|H1(R2)

+
(
M−1N1/3 +N−1/2

)
|u|H2(R2)

)
(23a)

≤ C
(
‖u‖L2(R2) +M−1/6 |u|H1(R2) +M−1/2 |u|H2(R2)

)
(23b)

is valid, where in the second estimate N is chosen proportional to M .

Proof We first estimate the summands in (22) by (j = 1, . . . , N − 1, s =
0, . . . ,M − 1)

1
M wjN |u(rjN cosϑsM , rjN sinϑsM )|2 ≤ 1

M wjN max
(x,y)∈RNMjs

|u(x, y)|2, (24)

where RNMjs denotes the curved rectangle

RNMjs = {(x, y) = (r cosϑ, r sinϑ) : r ∈ (rj−1,N , rjN ), ϑ ∈ (ϑsM , ϑs+1,M )}.

The remaining summands for j = 0, s = 0, . . . ,M−1 will be treated separately.
We apply Lemma 5 and the above estimates (16a) and (16b) as well as (17a)–
(18b), which in terms of the scaled quadrature nodes and weights (21) yields

C1N−1 ≤ r2
jN ≤ C2N, j = 0, . . . , N − 1, (25a)

C3N−1 ≤ C4 wjN ≤ C5 (r2
jN − r2

j−1,N )

≤ C6 wjN ≤ C7N1/3, j = 1, . . . , N − 1, (25b)

with constants C1, . . . , C7 independent of N . Furthermore, it holds

wjN
r2
jN − r2

j−1,N

r2
j−1,N

≤ C ϕN (%jN )

%j−1,N
≤ C ϕN (%j−1,N )

%j−1,N

≤ C8N−1/3, j = 1, . . . , N − 1,

(25c)

where we applied the estimate ϕN (%jN ) ≤ CϕN (%j−1,N ) which follows from
[13, eq. (7.14) in the proof of Theorem 7.3(c)] and then (19). We need the
following estimates involving the expressions (14b)–(14f). By (25b) and (25c)
it follows

1
M wjN c

2
0 ≤ C

1

(ϑs+1,M − ϑsM )M

wjN
r2
jN − r2

j−1,N

≤ C,

1
M wjN c

2
11 ≤ C

1

(ϑs+1,M − ϑsM )M
wjN

r2
jN − r2

j−1,N

r2
j−1,N

≤ CN−1/3,

1
M wjN c

2
13 ≤ C 1

M (ϑs+1,M − ϑsM )wjN
r2
jN − r2

j−1,N

r2
j−1,N

≤ CM−2N−1/3,
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and by (25b) and then (25a) we obtain

1
M wjN c

2
12 ≤ C 1

M (ϑs+1,M − ϑsM )wjN
rj−1,N + rjN
rjN − rj−1,N

≤ CM−2 (r2
j,N − r2

j−1,N )
rj−1,N + rjN
rjN − rj−1,N

= CM−2 (rj−1,N + rjN )2 ≤ CM−2N.

Finally, by (25b) we have

1
M wjN c

2
2 ≤ C 1

M (ϑs+1,M − ϑsM )wjN (r2
jN − r2

j−1,N ) ≤ CM−2N2/3.

Using these estimates together with (9b) in (24) and (14a), summing up, and
applying the following relation for disjoint domains Ω1, Ω2,

‖u‖2L2(Ω1) + ‖u‖2L2(Ω2) =

∫
Ω1

|u|2 +

∫
Ω2

|u|2 =

∫
Ω1∪Ω2

|u|2 = ‖u‖2L2(Ω1∪Ω2),

we obtain the estimate

1
M

N−1∑
j=1

M−1∑
s=0

wjN |u(rjN cosϑsM , rjN sinϑsM )|2

≤ C
(
‖u‖2L2(R2) + (N−1/3 +M−2N) |u|2H1(R2) +M−2N2/3 |u|H2(R2)

)
. (26a)

The remaining summands for j = 0, s = 0, . . . ,M − 1 are easily estimated by
using (17a) together with (20) and the Sobolev inequality,

1
M w1

M−1∑
s=0

|u(r1 cosϑs, r1 sinϑs)|2 ≤ w1 ‖u‖L∞(R2) ≤ CN−1 ‖u‖H2(R2). (26b)

Finally, the relations (26a) and (26b) imply (23a). ut

2.6 Estimates for generalized-Laguerre–Fourier spectral interpolants

In the following, we state an estimate for the generalized-Laguerre–Fourier
spectral interpolant. Together with Lemma 6 this fundamental result is needed
in order to deduce a stability bound for the fully discrete evolution operator.

Orthogonal projection and spectral interpolant. For even integer M ≥ 2 and
integer K ≥ 1 we define the subspace

XKM = span{Lγkm : (k,m) ∈Mkm},
MKM =

{
(k,m) ∈M : k = 0, . . . ,K − 1,m = − M

2 , . . . ,
M
2 − 1

}
.
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The orthogonal projection PKM : X0 = L2(R2)→ XKN is given by

PKM (u) =
∑

(k,m)∈MKM

ckm(u)Lγkm,

ckm(u) = 〈Lγkm, u〉L2(R2)

=

∫ 2π

0

∫ ∞
0

r L̃γk,|m|(r) e−imϑ u(r cosϑ, r sinϑ) dr dϑ. (27)

For N = K + M
2 we denote by

rj = rj,K+M
2
, wj,K+M

2
, j = 0, . . . ,K + M

2 − 1,

scaled Gauß–Laguerre nodes and weights, cf. (21), and further set

ϑs = ϑsM = 2πs
M , s = 0, . . . ,M − 1.

According to [3], in (27) we substitute r =
√
%/γ, approximate the inner

integral by the Gauß–Laguerre quadrature formula, and the outer integral by
the trapezoidal rule to obtain the spectral interpolant

QKM u =
∑

(k,m)∈MKM

c̃km(u)Lγkm, (28a)

where we employ the abbreviations

KKM =
{

(j, s) : j = 0, . . . ,K + M
2 − 1, s = 0, . . . ,M − 1

}
,

xjs = rj cosϑs, yjs = rj sinϑs, (j, s) ∈ KKM ,

c̃km(u) = 1
M

∑
(j,s)∈KKM

wj Lγkm(xjs, yjs)u(xjs, yjs), (k,m) ∈MKM . (28b)

Evidently, the spectral interpolant is well-defined for any function u ∈ C(R2)
and in particular for u ∈ Xα with α ≥ 1, see also Lemma 3. We point out that
the interpolation property at the quadrature nodes only holds approximately

u(xjs, yjs) ≈ (QKMu)(xjs, yjs), (j, s) ∈ KKM ,

since the number of interpolation points #KKM = (K + M
2 )M exceeds the

number of basis functions #MKM = KM . However, choosing N = K + M
2

(and not merely N = K) Gauß–Laguerre quadrature nodes is needed in order
to ensure exact quadrature.
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Basic relations for spectral interpolants. Basic relations and a first estimate
for the generalized-Laguerre–Fourier spectral interpolant is provided by the
following result.

Lemma 7 (i) The spectral basis functions satisfy the following discrete or-
thogonality relation for all (k,m), (k′,m′) ∈MKM :

1
M

∑
(j,s)∈KKM

wj Lγkm(xjs, yjs)Lγk′m′(xjs, yjs) = δkk′δmm′ . (29a)

(ii) For any u ∈ X0 = L2(R2) it holds

QKM PKM u = PKM u. (29b)

(iii) For any u ∈ C(R2) and in particular for any u ∈ Xα with α ≥ 1 the
following bound is valid:

‖QKMu‖L2(R2) = ‖QKMu‖K+M
2 ,M

≤ ‖u‖K+M
2 ,M

. (29c)

Proof (i) In the following, we denote by %j = %j,K+M
2

, ωj = ωj,K+M
2

,

j = 0, . . . ,K + M
2 − 1, the zeros of the (standard) Laguerre polynomial

L0
K+N/2(r) = LK+N/2(r) and the corresponding weights associated with

Gauß–Laguerre quadrature. Using the definition (21) of the scaled Gauß–
Laguerre points and weights rj = rj,K+M

2
, wj = wj,K+M

2
, the definition (3)

of the scaled generalized-Laguerre functions L̃γkm(r), the exactness property
of Gauß–Laguerre quadrature, and the orthogonality relations (2b) for the
generalized-Laguerre polynomials Lmk (r) we obtain (k, k′ = 0, . . . ,K − 1,
m = 0, . . . , M2 )

K+M
2 −1∑

j=0

wj L̃
γ
km(rj) L̃

γ
k′m(rj) = π

γ

K+M
2 −1∑

j=0

ωj e%j Lγkm
(√%j

γ

)
L̃γk′m

(√%j
γ

)

= 1√
Cmk C

m
k′

K+M
2 −1∑

j=0

ωj %
m
j L

m
k (%j)L

m
k′(%j)

= 1√
Cmk Cm

k′

∫ ∞
0

rm e−r Lmk (r)Lmk′(r) = δkk′ .

Together with the corresponding discrete orthogonality relations for the
Fourier spectral method

1
M

M−1∑
s=0

e−imϑs eim′ϑs = δmm′ , m,m′ = −M2 , . . . ,
M
2 − 1,

and the definition (4a) of the spectral basis functions this yields (29a).
(ii) It remains to show that for a function of the form

u =
∑

(k,m)∈MKM

ckm(u)Lγkm
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it holds c̃km(u) = ckm(u), see (28b). Due to linearity it is sufficient to consider
u = Lγk′m′ for (k′,m′) ∈MKM . Then by (28b) (29a), (7b), and (27) we obtain

c̃km(Lγk′m′) = δkk′δmm′ = 〈Lγkm,L
γ
k′m′〉L2(R2) = ckm(Lγkm)

for (k,m), (k′,m′) ∈MKM .

(iii) For a given function u ∈ C(R2) we collect the values of u at the
interpolation points in a column vector with indices (j, s) occurring in the
order (0, 0), . . . , (K + M

2 − 1, 0), (0, 1), . . . , (K + M
2 − 1,M − 1),

u = (. . . , u(xjs, yjs), . . . )
T ∈ R(K+M

2 )M , û = (. . . , c̃km(u), . . . )T ∈ RKM ,

and in a similar manner the Fourier coefficients (28b) in the order
(0, 0), . . . , (K − 1, 0), (0, 1), . . . , (K − 1,M − 1). Then the transformation to
frequency space (28b) can be written in the compact form

û = L†Wu,

W = 1
M diag(. . . , w0, . . . , wK+M

2 −1, . . . ) ∈ R(K+M
2 )M×(K+M

2 )M ,

L =
(
Lγkm(xjs, yjs)

)
∈ RKM×(K+M

2 )M ,

where the sequence w0, . . . , wK+M
2 −1 occurs M times, and with indices (j, s)

indexing columns, and indices (k,m) indexing rows in the same orders as in
the vectors u and û, respectively; L† denotes the conjugate transpose of the
matrix L. In compact matrix notation, the discrete orthogonality relation (29a)
becomes

L†WL = I. (30)

As transformation to physical space, that is, evaluation of a spectral interpolant
at the interpolation points, corresponds to the mapping û 7→ Lû, the vector
comprising the values of the spectral interpolant (28a) at the interpolation
points is given by

Qu = Lû = LL†Wu = (. . . ,QKMu(xjs, yjs), . . . )
T ∈ R(K+M

2 )M .

Moreover, the discrete L2-norm of u equals

‖u‖2
K+M

2 ,M
= u†Wu,

recall also (22), and thus by Parseval’s identity and and (30) it follows

‖QKMu‖2L2(R2) =
∑

(k,m)∈MKM

|c̃km(u)|2 = û†û = u†WLL†Wu

= u†WLL†WLL†Wu = ‖QKMu‖2K+M
2 ,M

. (31)
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Applying (31) and the identity WLL†W (I − LL†W ) = 0 resulting from (30),
we finally obtain

‖u‖2
K+M

2 ,M
= ‖QKMu+ (Id−QKM )u‖2

K+M
2 ,M

= u†
(
LL†W + (I − LL†W )

)†
W
(
(LL†W + (I − LL†W )

)
u

= ‖QKMu‖2K+M
2 ,M

+ ‖(Id−QKM )u‖2
K+M

2 ,M

+2<
(
u†WLL†W (I − LL†W )u

)
≥ ‖QKMu‖2K+M

2 ,M
= ‖QKMu‖2L2(R2),

which yields the stated bound (29c). ut

Estimates for spectral interpolants in fractional power spaces. The following
result provides estimates for the generalized-Laguerre–Fourier spectral inter-
polant in fractional power spaces.

Lemma 8 (i) For all u, v ∈ Xα with α ≥ 1 it holds

‖QKMu‖Xα ≤ λαmax ‖QKMu‖X0
, (32a)

‖QKM (uv)‖X0
≤ ‖u‖L∞(KKM )‖v‖K+M

2 ,M
≤ C ‖u‖Xα‖v‖K+M

2 ,M
, (32b)

where ‖u‖L∞(KKM ) = max{|u(xjs, yjs)| : (j, s) ∈ KKM} and

λmax = max
(k,m)∈MKM

λkm ≤ max
(k,m)∈MKM

γ (2k + 2m+ 1) ≤ C (K +M)

denotes the maximum eigenvalue in the index set MKM .

(ii) Provided that K is proportional to M , for any u ∈ Xα with α ≥ 1 and
for 0 ≤ ζ ≤ α the estimates

‖QKMu‖X0 ≤ ‖u‖K+M
2 ,M

(32c)

≤ C
(
‖u‖X0

+M−1/6 ‖u‖X1/2
+M−1/2 ‖u‖X1

)
≤ C ‖u‖Xα ,

‖(QKM − Id)u‖Xζ ≤ C λ−(α−ζ)
max

(
1 + λ1/2

maxM
−1/6 + λmaxM

−1/2
)
‖u‖Xα (32d)

≤ CM−(α−ζ−1/2) ‖u‖Xα , (32e)

are valid.

Proof We recall the general assumption (8) on the angular momentum rotation
speed.

(i) The first statement follows from the relation

‖QKMu‖Xα =
∥∥∥ ∑

(k,m)∈MKM

c̃km(u)λαkm L
γ
km

∥∥∥
X0

≤ λαmax ‖QKMu‖X0
,
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as well as

‖QKM (uv)‖2X0
= ‖QKM (uv)‖2

K+M
2 ,M

= 1
M

∑
(j,s)∈KK,M

wj |u(xjs, yjs)|2 |v(xjs, yjs)|2

≤ ‖u‖2L∞(KKM ) ‖v‖
2
K+M

2
≤ C ‖u‖2Xα‖v‖

2
K+M

2 ,M
,

where for the last inequality we used Lemma 3 (10a).
(ii) Relation (32c) follows easily from (23b), (29c), and (10a). For u ∈ Xα

with α ≥ 1 and for 0 ≤ ζ ≤ α, due to

Aζ (PKM − Id)u = −
∑

(k,m)∈M\MKM

ckm(u)λζkm L
γ
km,

we obtain the estimate

‖Aζ(PKM − Id)u‖2X0
=

∑
(k,m)∈M\MKM

|ckm(u)|2λ2ζ
km

≤ λ−2(α−ζ)
max

∑
(k,m)∈M\MKM

|ckm(u)|2 λ2α
km

≤ λ−2(α−ζ)
max

∑
(k,m)∈M

|ckm(u)|2 λ2α
km = λ−2(α−ζ)

max ‖u‖2Xα

Using the identity (cf. (29b))

QKM − Id = (QKM −PKM ) + (PKM − Id) = QKM (Id−PKM ) + (PKM − Id),

and previous statements of this lemma, we obtain (32d),

‖(QKM − Id)u‖Xζ ≤ ‖QKM (Id− PKM )u‖Xζ + ‖(PKM − Id)u‖Xζ
≤ λζmax ‖QKM (Id− PKM )u‖X0 + λ−(α−ζ)

max ‖u‖Xα
≤ C λζmax

(
‖(Id− PKM )u‖X0

+M−1/6 ‖(Id− PKM )u‖X1/2

+M−1/2 ‖(Id− PKM )u‖X1

)
+ λ−(α−ζ)

max ‖u‖Xα
≤ C λ−(α−ζ)

max

(
1 + λ1/2

maxM
−1/6 + λmaxM

−1/2
)
‖u‖Xα ,

from which (32e) follows using that λmax ≤ CM if K is proportional to M . ut

3 Convergence analysis

This section is devoted to the derivation of a convergence result for full dis-
cretizations of Gross–Pitaevskii equations with rotation term (1) by time-
splitting generalized-Fourier–Laguerre–Hermite pseudo-spectral methods. As
an illustration of the global error estimate for the fully discrete solution, stated
in Section 3.1, a numerical example for a two-dimensional problem is given in
Section 4 below.
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Our approach in the lines of [9,15,20] in particular utilises the stability and
error analysis for semi-discretizations in time given therein. In the derivation of
the convergence result, to reduce the amount of technicalities and to keep the
manuscript at a reasonable length, we restrict ourselves to the second-order
Strang splitting method. However, it is clear that the result extends to higher-
order splittings by using the preliminary results from the previous sections.
Moreover, in Section 3.2 we do not specify the local error expansion for the
Strang splitting found in literature [15]. We meanwhile focus on the case of
two space dimensions and indicate the extension to the three-dimensional case
in Section 3.4.

Full discretization (Strang). For integer K ≥ 1, even integer M ≥ 2, and
a time-step ∆t > 0 the Strang time-splitting generalized-Fourier–Laguerre–
Hermite pseudo-spectral method yields numerical approximations unKM to the
exact solution values at times tn = n∆t through the recurrence relation

un+1
KM = FKM (∆t)unKM

= e−i∆t2 AQKM e−i∆tB[e−i∆t
2
AQKMunKM ] e−i∆t2 AQKM unKM , (33a)

see Section 2.6 and in particular (28a) for the definition of the spectral inter-
polation operator.

Semi-discretization in time (Strang). For our error analysis of full discretiza-
tions it is useful to introduce the approximation values obtained from a Strang
splitting semi-discretization in time

un+1 = S(∆t)un = e−i∆t2 A e−i∆tB[e−i
∆t
2
Aun] e−i∆t2 A un, (33b)

which will be studied in Section 3.2.

3.1 Main result

Global error estimate. A standard idea in the derivation of a global error
bound for the fully discrete solution is to interpose the time-discrete solution
to obtain the estimate

‖unKM − u(tn)‖X0 ≤ ‖unKM − un‖X0 + ‖un − u(tn)‖X0 ,

by the triangle inequality. A bound for the contribution of the semi-
discretization in time (33b) is provided by Theorem 2, see Section 3.2. The
difference unKM − un is rewritten by means of a telescopic identity

unKM − un = (QKM − Id)un + unKM −QKM un

= (QKM − Id)un + FKM (∆t)n u0 −QKM un

= (QKM − Id)un

+

n−1∑
j=0

FKM (∆t)n−j−1
(
FKM (∆t)uj −QKM S(∆t)uj

) (34)
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and estimated with the help of the auxiliary results given in Section 3.3 for the
Strang splitting method. Altogether, we are able to establish the following con-
vergence result, where p = 2 for the second-order Strang splitting method. The
generalization to higher-order time-splitting methods follows the arguments
detailed in [20] for space discretzations based on the Fourier, Sine, and Her-
mite pseudo-spectral methods, respectively. In order to simultaneously capture
the cases of two and three space dimensions, we suppose the additional space
discretization parameters K,L to be proportional to M and write unM = unKM
or unM = unKLM , respectively, for short, see also Section 3.4.

Theorem 1 Assume that the potential V and the values of the exact solution
to the Gross–Pitaevskii equation (1) remain bounded in the fractional power
space Xp, where p ≥ 1 denotes the nonstiff order of the considered time-
splitting method. Then the global error estimate∥∥unM − u(tn)

∥∥
X0
≤ C

(
(∆t)p +M−q

)
, 0 ≤ tn ≤ T,

is valid with constant C depending in particular on the upper bounds for ‖V ‖Xp
and max{‖u(t)‖Xp : 0 ≤ t ≤ T}. In two space dimensions, that is, for the
generalized-Laguerre–Fourier pseudo-spectral method it holds q = p− 3

2 = p− 9
6 ,

and in three space dimensions, that is, for the generalized-Laguerre–Fourier–
Hermite pseudo-spectral method it follows q = p− 11

6 .

Remark We note that the corresponding result for the Hermite pseudo-
spectral method involves the exponents q = p − 5

3 = p − 10
6 in two space

dimensions and q = p− 2 in three space dimensions, see [20].

3.2 Semi-discretization in time

In order to establish a convergence estimate for the Strang time-splitting
method applied to (1), we pursue the standard approach of combining sta-
bility bounds and local error estimates. We note that our approach is general
and permits to cover different spectral methods; the particular choice of the
specific spectral method enters in the definition of the operators A,B and the
auxiliary results deduced in Section 2.

3.2.1 Stability

Estimates for the evolution operator associated with B. Bounds for the action
of the operator B and the associated evolution operator in fractional power
spaces are provided by the following result. By means of the auxiliary estimates
results deduced in Section 2 the corresponding results given in [20] carry over
literally, see also [9,15]; however, for the sake of completeness and for the
convenience of the reader we include the proof of Lemma 9 below.
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Lemma 9 Let α ∈ N with α ≥ 1 and set ζ = 0 or ζ = α, respectively. Then
for u ∈ Xα and v ∈ Xζ the bounds

‖B[u] v‖Xζ ≤ C (‖V ‖Xα + |β| ‖u‖2Xα) ‖v‖Xζ , (35a)

‖e−itB[u] v‖Xζ ≤ eC (‖V ‖Xα+|β|‖u‖2Xα )t ‖v‖Xζ , (35b)

are valid. Furthermore, for u, v, w ∈ Xα it holds

‖(B[u]−B[v])w‖Xζ ≤ C |β| (‖u‖Xα + ‖v‖Xα) ‖w‖Xα ‖u− v‖Xζ . (35c)

Proof By Lemma 3 and relations (10b), (10c) we obtain (35a),

‖B[u] v‖Xζ ≤ C ‖B[u]‖Xα‖v‖Xζ ≤ C (‖V ‖Xα + |β| ‖u‖2Xα) ‖v‖Xζ .

Similarly, rewriting the difference as

(B[u]−B[v])w = β (uu− vv)w = β
(
(u− v)u+ (u− v) v

)
w

the bound (35c) follows. As ṽ(t) = e−itB[u] v is the solution of the initial value
problem

i d
dt ṽ(t) = B[u] ṽ(t), ṽ(0) = v,

integration and an application of (35a) yields

‖ṽ(t)‖Xζ =
∥∥v − i

∫ t

0

B[u] ṽ(τ) dτ
∥∥
Xζ

≤ ‖v‖Xζ + C (‖V ‖Xα + |β| ‖u‖2Xα)

∫ t

0

‖ṽ(τ)‖Xζdτ.

A Gronwall-type inequality finally implies the stated bound (35b). ut

Stability bound for the Strang semi-discretization in time. As before, for the
sake of completeness we recapitulate arguments given in [9,15,20] to obtain
a stability bound for the Strang semi-discretization in time; we note that the
latter contribution also covers the case of high-order time-spitting methods.

Lemma 10 For any u, v ∈ Xα with α ≥ 1 and for ζ = 0 or ζ = α, respec-
tively, it holds

‖S(t)u− S(t) v‖Xζ ≤ eC(CV +C2α|β|)t ‖u− v‖Xζ ,

where CV denotes an upper bound for ‖V ‖Xα , Cα denotes an upper bound for
‖u‖Xα and ‖v‖Xα , and where C depends on α, additionally to its dependence
on γ and Ω.
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Proof For any α ≥ 0 Parseval’s identity implies

‖e−itA u‖2Xα =
∥∥∥ ∑

(k,m)∈M

ckm(u)λαkm e−itλkm Lγkm
∥∥∥2

X0

=
∑

(k,m)∈M

|ckm(u)|2 λ2α
km = ‖u‖2Xα .

Thus, the application of the linear operator e−itA in S(t) preserves the Xα

norm. Hence, it only remains to show that for ζ = 0 and ζ = α, respectively,
it holds

‖ũ(t)− ṽ(t)‖Xζ ≤ ‖e−itB[u] u− e−itB[v] v‖Xζ ≤ eC(CV +C2α|β|)t ‖u− v‖Xζ . (36)

Here, with a slight mabuse of notation, we denote by ũ(t) = e−itB[u] u and
ṽ(t) = e−itB[v] v the solutions to the initial value problems

i d
dt ũ(t) = B[u] ũ(t), ũ(0) = u, i d

dt ṽ(t) = B[v] ṽ(t), ṽ(0) = v.

Evidently, the difference satisfies

i d
dt (ũ− ṽ)(t) = B[u] ũ(t)−B[v] ṽ(t)

= B[u] (ũ(t)− ṽ(t)) + (B[u]−B[v]) ṽ(t),

(ũ− ṽ)(0) = u− v.

Hence, an application of the variation-of-constants formula yields

(ũ− ṽ)(t) = e−itB[u] (u− v) +

∫ t

0

e−i(t−τ)B[u] (B[u]−B[v]) e−iτB[v] v dτ. (37)

Using Lemma 9 (35b)-(35c) and then (35b) we obtain the following bound for
the integral∥∥∥∫ t

0

e−i(t−τ)B[u] (B[u]−B[v]) e−iτB[v] v dτ
∥∥∥
Xζ

≤
∫ t

0

eC(‖V ‖Xα+|β|‖u‖2Xα )(t−τ)
∥∥(B[u]−B[v]) e−iτB[v] v

∥∥
Xζ

dτ

≤ C |β| (‖u‖Xα + ‖v‖Xα) ‖u− v‖Xζ

×
∫ t

0

eC(‖V ‖Xα+|β|‖u‖2Xα )(t−τ)
∥∥e−iτB[v] v

∥∥
Xα

dτ

≤ C |β| (‖u‖Xα + ‖v‖Xα) ‖u− v‖Xζ ‖v‖Xα

×
∫ t

0

eC(‖V ‖Xα+|β|‖u‖2Xα )(t−τ+τ) dτ

= C |β| (‖u‖Xα + ‖v‖Xα) ‖v‖Xα t eC(‖V ‖Xα+|β|‖u‖2Xα )t ‖u− v‖Xζ .

Together with the estimate (35b) of the first term,

‖e−itB[u] (u− v)‖Xζ ≤ eC(‖V ‖Xα+|β|‖u‖2Xα )t ‖u− v‖Xζ
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and 1 + x ≤ ex for x ≥ 0 this gives

‖ũ(t)− ṽ(t)‖Xζ ≤ (1 + C |β| (‖u‖Xα + ‖v‖Xα) ‖v‖Xαt)

× eC(‖V ‖Xα+|β|‖u‖2Xα )t ‖u− v‖Xζ
≤ eC(CV +|β|C2α)t ‖u− v‖Xζ ,

which proves (36) and thus the statement of the lemma. ut

3.2.2 Local error

Commutator bounds. Essential ingredients in local error estimates for time-
splitting methds are bounds for iterated Lie-commutators. The following result
provides estimates for the first and second iterated Lie-commutators needed
in connection with the second-order Strang splitting. We note that in its proof
the iterated commutators are expressed in terms of the linear operator A and
the potential V and that the specific form of A is not exploited; in the case
of a nonlinear operator B defining the problem this simplification is useful,
however, in the linear case, in order to obtain bounds which are optimal with
respect to the required regularity properties of u, the cancellation of terms
has to be taken into account. Following [20] an analogous result for higher
iterated Lie commutators arising in the local error analysis of higher-order
time-splitting methods applied to (1) can be obtained.

Lemma 11 Let Â(u) = − iAu and B̂(u) = − iB[u]u = − i (V + β |u|2)u.
Then for u ∈ Xα+1 with integer exponent α ≥ 1 the bounds

‖[Â, B̂](u)‖Xα ≤ C
(
|β| ‖u‖3Xα+1

+ ‖V ‖Xα+1
‖u‖Xα+1

)
, (38a)

‖[Â, [Â, B̂]](u)‖X0 ≤ C
(
|β| ‖u‖3Xα+1

+ ‖V ‖Xα+1‖u‖Xα+1

)
, (38b)

are valid with constant C > 0 depending on α, additionally to its dependence
on γ and Ω.

Proof The Fréchet derivatives of Â and B̂ are given by

Â′(u) v = −iAv, B̂′(u) v = −i (V v + 2β |u|2 v + β u2 v),

respectively, so that

[Â, B̂](u) = Â′(u) B̂(u)− B̂′(u) Â(u)

= −A (V u+ β |u|2 u) + V Au+ 2β |u|2Au− β u2Au

= −[A, V ]u− β
(
A (|u|2u)− 2 |u|2Au+ u2Au

)
.

Applying the definition of the norm in the fractional power space Xα and
Lemma 3 (10c) it follows∥∥A (|u|2u)− 2 |u|2Au+ u2Au

∥∥
Xα
≤ C ‖u‖3Xα+1

,

‖[A, V ]u‖Xα ≤ C ‖V ‖Xα+1
‖u‖Xα+1

,
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which proves (38a). As by assumption α ≥ 1, the first term in

[Â, [Â, B̂]](u) = Â′(u)([Â, B̂](u))− [Â, B̂]′(u)(Âu)

is estimated by means of (38a),

‖Â′(u)([Â, B̂](u))‖X0
= ‖[Â, B̂](u)‖X1

≤ ‖[Â, B̂](u)‖Xα ,

which is compatible with (38b). In order to estimate the second term we de-
termine the Fréchet derivative of [Â, B̂](u) as

[Â, B̂]′(u) v = − [A, V ] v − β
(
A (2 |u|2v + u2v̄)

−2u v̄ Au− 2 ū v Au− 2 |u|2Av + u2Av + 2u v Au
)
,

and thus

[Â, B̂]′(u)(Âu) = i [A, V ]Au+ iβ
(
A (2 |u|2Au− u2Au)

+2u |Au|2 − 2 ū (Au)2 − 2 |u|2A2u− u2A2u+ 2u |Au|2
)
.

Using Lemma 3 (10c) the X0-norm of the terms in parentheses can be esti-
mated by C ‖u‖3X2

≤ C ‖u‖3Xα+1
, and similarly

‖[A, V ]u‖X0 ≤ C ‖V ‖X2 ‖u‖X2 ≤ C ‖V ‖Xα+1‖u‖Xα+1 .

Altogether we obtain the estimate (38b). ut

Local error estimate. By means of the local error expansion for the Strang-
splitting method deduced in [15] and the Lie-commutator bounds provided by
Lemma 11, it is straightforward to obtain the following local error bound with
p = 2. We omit the specification of the local error expansion deduced in [15]
and refer to [20] for a generalization to high-order splitting methods.

Lemma 12 Let u(∆t) denote the exact solution to the evolution equation (1c)
at time ∆t with initial value u0. For a splitting method of nonstiff order p ≥ 1,
the local error estimates

‖S(∆t)u0 − u(∆t)‖X1
≤ C (∆t)p,

‖S(∆t)u0 − u(∆t)‖X0
≤ C (∆t)p+1,

are valid with constant C > 0 depending in particular on upper bounds
for ‖u0‖Xp and ‖V ‖Xp .
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3.2.3 Global error

Global error estimate. A standard approach based on a telescopic identity
yields an estimate of the global error in terms of stability bounds and local
error estimates as provided by Lemmas 10 and 12. We omit a detailed proof
and refer to [15] for the case of the Strang splitting method, where p = 2.
The generalization to high-order splitting methods is given in [20]; the error
analysis shows that the nonstiff order of convergence is retained under suitable
regularity requirements on the exact solution. For simplicity, we henceforth
assume that the starting value u0 coincides with the exact initial value u(0).

Theorem 2 For a splitting method of nonstiff order p ≥ 1 the global error
estimate ∥∥un − u(tn)

∥∥
X0
≤ C (∆t)p, 0 ≤ tn ≤ T,

is valid with constant C > 0 depending in particular on upper bounds for
max{‖u(t)‖Xp : 0 ≤ t ≤ T} and ‖V ‖Xp .

3.3 Full discretization

In this section, we deduce stability estimates and bounds for the defect that
are needed for the estimation of (34).

3.3.1 Stability

Estimates for the evolution operator associated with B. A first stability result
for the composition of the spectral interpolation operator and the evolution
operator associated with B is provided by the following result.

Lemma 13 For all u, v ∈ Xα with α ∈ N such that α ≥ 1 the estimate∥∥QKM (e−itB[u] u− e−itB[v] v
)∥∥
X0
≤ eC(CV +C2α|β|)t ‖u− v‖K+M

2 ,M
(39a)

is valid with Cα and CV denoting upper bounds for ‖u‖Xα , ‖v‖Xα , and ‖V ‖Xα ,
respectively. In particular, if u, v ∈ XKM , that is, PKM u = QKM u = u and
PKM v = QKM v = v, the relation∥∥QKM (e−itB[u] u− e−itB[v] v

)∥∥
X0
≤ eC(CV +C2α|β|)t ‖u− v‖X0 (39b)

follows.

Proof For simplicity, we assume V = 0 and refer to [20] for the case V 6= 0. Let
ũ(t) = e−itB[u] u and ṽ(t) = e−itB[v] v be defined as in the proof of Lemma 10.
From (37) we obtain

‖QKM (ũ(t)− ṽ(t))‖X0 ≤ ‖QKM e−itB[u] (u− v)‖X0

+
∥∥∥QKM ∫ t

0

e−i(t−τ)B[u] (B[u]−B[v]) e−iτB[v] v dτ
∥∥∥
X0

.
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Here we estimate the two terms on the right separately. Using Lemma 7 (29c)
and the definition of the norm ‖ · ‖K+M

2 ,M
we obtain

‖QKM e−itB[u] (u− v)‖2X0
≤ ‖e−itB[u] (u− v)‖2

K+M
2 ,M

= 1
M

∑
(j,s)∈KKM

wj
∣∣e−itB[u](xjs,yjs)

∣∣2| (u− v)(xjs, yjs)|2

= 1
M

∑
(j,s)∈KKM

wj |(u− v)(xjs, yjs)|2 = ‖u− v‖2
K+M

2 ,M
.

Similarly, it follows

∥∥∥QKM ∫ t

0

e−i(t−τ)B[u] (B[u]−B[v]) e−iτB[v] v dτ
∥∥∥
X0

≤
∥∥∥∫ t

0

e−i(t−τ)B[u] (B[u]−B[v]) e−iτB[v] v dτ
∥∥∥
K+M

2 ,M

≤
∫ t

0

∥∥e−i(t−τ)B[u] (B[u]−B[v]) e−iτB[v] v
∥∥
K+M

2 ,M
dτ

=

∫ t

0

∥∥(B[u]−B[v]) v
∥∥
K+M

2 ,M
dτ

= |β| t
∥∥((u− v) ū+ (u− v) v

)
v
∥∥
K+M

2 ,M

≤ |β| t
(
‖u‖L∞(KKM ) + ‖v‖L∞(KKM )

)
‖v‖L∞(KKM ) ‖u− v‖K+M

2 ,M

≤ C |β| t
(
‖u‖Xα + ‖v‖Xα

)
‖v‖Xα ‖u− v‖K+M

2 ,M

≤ C C2
α |β| t ‖u− v‖K+M

2 ,M
, (40)

where the norm ‖ · ‖L∞(KKM ) is defined in Lemma 8, and the inequal-
ity ‖u‖L∞(KKM ) ≤ ‖u‖Xα follows from Lemma 3 (10a). Altogether, using
1 + x ≤ ex this proves (39a). For u, v ∈ XKM the stated relation (39b) then
follows from Lemma 7 (29c). ut

Stability of the discrete evolution operator. An analogous stability bound to
Lemma 10 is provided by the following auxiliary result. The statement fol-
lows at once from Lemma 13 (39b), noting that the evolution operator e−itA

preserves the X0-norm and that e−itAu ∈ XKM for any u ∈ XKM .

Lemma 14 For all u, v ∈ XKM the estimate

‖FKM (t)u−FKM (t) v‖X0 ≤ eC(CV +C2α|β|)t ‖u− v‖X0 (41)

is valid with Cα and CV depending on upper bounds for ‖u‖Xα , ‖v‖Xα , and
‖V ‖Xα , respectively, where α ∈ N such that α ≥ 1.
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3.3.2 Local error

Estimate for the defect. A bound for the difference FKM (∆t)u−QKM S(∆t)u
is given in Lemma 18. Several auxiliary estimates are provided by the following
results. We recall the assumption that the integers K,M are proportional.

Lemma 15 For any u ∈ Xα with α ≥ 1 it holds

‖QKM e−itA (QKM − Id)u‖X0 ≤ C tM−(α−3/2) ‖u‖Xα . (42)

Proof Let v(t) = QKM e−itAQKM u = e−itAQKM u and w(t) = e−itA u. Then
i d

dtv(t) = Av(t) and

i d
dt

(
QKM w(t)

)
= QKMAw(t) = AQKM w(t)− [A,QKM ]w(t)

such that η(t) = QKM e−itA (QKM − Id)u = v(t)−QKM w(t) is the solution
of

i d
dtη(t) = Aη(t) + [A,QKM ]w(t), η(0) = v(0)−QKM w(0) = 0.

By the variation of constants formula it holds

η(t) =

∫ t

0

e−i(t−τ)A [A,QKM ]w(τ) dτ =

∫ t

0

e−i(t−τ)A [A,QKM ] e−iτA u dτ.

From Lemma 8 (32e) we obtain

‖[A,QKM ]u‖X0
= ‖AQKM u−Au+Au−QKM Au‖X0

≤ ‖A (QKM − Id)u‖X0
+ ‖(QKM − Id)Au‖X0

≤ CM−(α−3/2) ‖u‖Xα

for u ∈ Xα, and hence

‖η(t)‖X0
≤
∫ t

0

‖[A,QKM ] e−iτA u‖X0
dτ ≤ C tM−(α−3/2) ‖u‖Xα ,

which yields the stated result. ut

Lemma 16 For any u ∈ Xα with α ∈ N such that α ≥ 1 the estimate

‖(Id−QKM ) e−itB[QKMu]QKM u‖X0

≤ C Cα (CV + C2
α |β|) eC(CV +C2α|β|)t tM−(α−1/2) (43)

holds, where Cα denotes an upper bound for ‖QKMu‖Xα and CV denotes an
upper bound for ‖V ‖Xα .
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Proof Set v = QKMu. By Lemma 8 (32e) it holds

‖(Id−QKM ) e−itB[u] v‖X0
= ‖(Id−QKM ) (e−itB[v] − Id) v‖X0

≤ CM−(α−1/2) ‖(e−itB[v] − Id) v‖Xα
= CM−(α−1/2) ‖η(t)‖Xα ,

where η(t) = (e−itB[v] − Id) v is the solution to the initial value problem

i d
dtη(t) = B[v] η(t) +B[v] v, η(0) = 0.

By the variation-of-constants formula, it follows

η(t) =

∫ t

0

ei(t−τ)B[v]B[v] v dτ =

∫ t

0

B[v] ei(t−τ)B[v] v dτ,

so that by Lemma 9 (35a)–(35b) we have

‖η(t)‖Xα ≤ C (CV + C2
α |β|)

∫ t

0

eC (CV +C2α|β|)τ ‖v‖Xα dτ

≤ C Cα (CV + C2
α|β|) eC(CV +C2α|β|)t t,

from which (43) follows. ut

Lemma 17 For u ∈ Xα with α ∈ N such that α ≥ 1 it holds∥∥QKM (e−itB[u] u− e−itB[QKMu]QKM u
)∥∥
X0

≤ C Cα (CV + C2
α|β|) eC(CV +C2α|β|)t tM−(α−3/2), (44)

where Cα denotes an upper bound for ‖u‖Xα as well as ‖QKMu‖Xα and CV
denotes an upper bound for ‖V ‖Xα .

Proof In the following, we set v(t) = e−itB[u] u, w(t) = e−itB[QKMu]QKM u,
and η(t) = QKM (v(t) − w(t)). Then η(t) is the solution of the initial value
problem

i d
dtη(t) = B[u] η(t)− [B[u],QKM ] v(t) + (B[u]QKM −QKM B[QKMu])w(t)

= B[u] η(t)− [B[u],QKM ] (v(t)− w(t))

+QKM (B[u]−B[QKMu])w(t)

with initial value η(0) = 0. By the variation-of-constants formula,

η(t) =

∫ t

0

e−i(t−τ)B[u]
(
−[B[u],QKM ] (v(τ)− w(τ))

+QKM (B[u]−B[QKMu])w(τ)
)

dτ.
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Noting that η(t) = QKM η(t) and using Lemma 7 (29c) and the fact that the
operator e−i(t−τ)B[u] is unitary with respect to the norm ‖ ·‖K+M

2 ,M
it follows

‖η(t)‖X0
≤
∫ t

0

‖[B[u],QKM ] (v(τ)− w(τ))‖K+M
2 ,M

dτ

+

∫ t

0

‖(B[u]−B[QKMu])w(τ)‖K+M
2 ,M

dτ. (45)

As in the proof of Lemma 13 (see formula (40)) for the second integral in (45)
we obtain∫ t

0

‖(B[u]−B[QKMu]) e−iτB[QKMu]QKM u‖K+M
2 ,M

dτ

≤ C C2
α |β| t‖(QKM − Id)u‖K+M

2 ,M

≤ C C3
α |β| tM−(α−3/2) ≤ C Cα (CV + |β|C2

α) eC(CV +|β‖C2α)t tM−(α−3/2),

where we used

‖(QKM − Id)u‖K+M
2 ,M

≤ C ‖(QKM − Id)u‖Xα ≤ CM−(α−3/2) ‖u‖Xα , (46)

which follows from Lemma 8, eqs. (32c), (32e).
To estimate the first integral in (45) we first note that for v ∈ Xα it holds

‖[B[u],QKM ]v‖K+M
2 ,M

≤ ‖B[u] (QKM − Id) v‖K+M
2 ,M

+‖(QKM − Id)B[u] v‖K+M
2 ,M

≤ C (‖V ‖Xα + |β| ‖u‖2Xα) ‖(QKM − Id) v‖K+M
2 ,M

+CM−(α−3/2) ‖B[u]v‖Xα
≤ CM−(α−3/2) (‖V ‖Xα + |β| ‖u‖2Xα) ‖v‖Xα
≤ CM−(α−3/2) (CV + C2

α |β|) ‖v‖Xα ,

where in the second line we used Lemma 8 (32b) and (46), and in the third
line we used (46) and Lemma 9 (35a). By Lemma 9 (35b),

‖v(τ)− w(τ)‖Xα ≤ ‖e−iτB[u] u‖Xα + ‖e−iτB[QKMu]QKM u‖Xα
≤ 2 CαeC(CV +C2α|β|)τ ,

so that for the first integral in (45) we obtain∫ t

0

‖[B[u],QKM ] (v(τ)− w(τ))‖K+M
2 ,M

dτ

≤ C Cα (CV + |β|C2
α) eC(CV +|β‖C2α)t tM−(α−3/2).

Together with the estimate for the second integral this proves (44). ut
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Lemma 18 For u ∈ Xα with α ∈ N such that α ≥ 1 the estimate

‖FKM (∆t)u−QKM S(∆t)u‖X0

≤ C Cα (CV + C2
α|β|) eC(CV +C2α|β|)∆t∆tM−(α−3/2)

(47)

is valid, where Cα denotes an upper bound for ‖u‖Xα , ‖QKM u‖Xα , as well as

‖QKM e−i∆t2 A u‖Xα , and CV denotes an upper bound for ‖V ‖Xα .

Proof Set z1 = e−i∆tB[z2] z2, z2 = e−i∆t2 A z3, z3 = u. Then we have

FKM (∆t)u−QKM S(∆t)u = − (Z1 + Z2 + Z3),

where

Z1 = QKM e−i∆t2 A (Id−QKM ) z1,

Z2 = QKM e−i∆t2 AQKM
(
e−i∆tB[z2] z2 − e−i∆tB[QKMz2]QKM z2

)
,

Z3 = QKM e−i∆t2 AQKM
(
e−i∆tB[QKM e−i∆t

2
A z3]QKM e−i∆t2 A z3

− e−i∆tB[e−i∆t
2
AQKMz3] e−i∆t2 AQKM z3

)
.

We estimate Z1, Z2, and Z3 separately. First, by applying Lemma 15 and then
Lemma 9 (35c) and the fact that e−i∆t2 A is unitary with respect to the norm
‖ · ‖Xα we obtain

‖Z1‖X0 ≤ C∆tM−(α−3/2)‖z1‖Xα ≤ C Cα eC(CV +|β|C2α)∆t∆tM−(α−3/2).

Second, by noting ‖QKMe−i∆t2 AQKMv‖X0
= ‖QKMv‖X0

and applying
Lemma 17 we obtain

‖Z2‖X0
≤ C Cα (CV + |β|C2

α) eC(CV +|β|C2α)∆t∆tM−(α−3/2).

Here we used ‖z2‖Xα = ‖u‖Xα ≤ Cα. Finally, again by noting

‖QKM e−i∆t2 AQKM v‖X0 = ‖QKM v‖X0

and applying first Lemma 13 (39b) and then Lemma 15 we obtain

‖Z3‖X0 ≤ eCC
2
a|β|∆t ‖QKM e−i∆t2 A (Id−QKM )u‖X0

≤ C CαeC∆t|β|C
2
a ∆tM−(α−3/2).

Note that here in the first step we need that Cα is a bound for ‖QKM u‖Xα
and ‖QKM e−i∆t2 A u‖Xα . Altogether, these bounds imply (47). ut

3.4 Extension to three space dimensions

In this section, we study the generalized-Laguerre–Fourier–Hermite pseudo-
spectral method for the space discretization of the three-dimensional Gross–
Pitaevskii equation with rotation term (1). As our error analysis for the two-
dimensional case naturally carries over to the case of three space dimensions,
we only indicate where definitions and estimates have to be extended with
some care.
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Basic relations. In the present situation, the discretization of the (x, y)-
variables relies on the generalized–Laguerre–Fourier spectral method analyzed
before, and the discretization of the z-variable uses scaled Hermite functions
involving the Hermite polynomials H` (` = 0, 1, 2, . . . )

H̃γz
` (z) = 1√

2``!
4

√
π
γz

e−γzz
2/2H`(

√
γzz),

see also [3] for further details. Hence, the eigenfunctions and associated eigen-
values of the linear operator A defined in (1d) are given by

Bγ,γzkm` (x, y, z) = Lγkm(x, y) H̃γz
` (z), (k,m) ∈M, ` = 0, 1, 2, . . . ,

λkm` = (2k + |m|+ 1) γ −mΩ + (`+ 1
2 ) γz.

Similarly to before, we assume the discretization parameters K and L to be
proportional to M , and introduce the index sets

MKML = {(k,m, `) : (k,m) ∈MKM , ` = 0, . . . , L− 1},
KKML = {(r, s, q) : (r, s) ∈ KKM , q = 0, . . . , L− 1}.

Consequently, the maximum eigenvalue in the setMKML satisfies the relation

λmax = max
(k,m,`)∈MKML

λkm` ≤ C (K +M + L) ≤ CM,

see Lemma 8. The spectral interpolant now also involves scaled Gauß–Hermite
quadrature nodes and weights

QKML(u) =
∑

(k,m,`)∈MKML

c̃km`(u)Bγ,γzkm` ,

c̃km`(u) = 1
M

∑
(r,s,q)∈KKML

wrw̃q Bγ,γzkm` (xrs, yrs, zq)u(xrs, yrs, zq).

Error analysis. By means of well-known recurrence relations for scaled Her-
mite functions, analogous to Lemma 1, arguments in the lines of the proof of
Lemma 2 yield the estimate

‖z u‖Xα + ‖∂zu‖Xα ≤ C ‖u‖Xα+1/2
, u ∈ Xα+1/2,

see also [9,20]. In order to extend the estimate (23b) we utilise the bound

L−1∑
q=0

w̃q |v(zq)|2 ≤ C
∫
R

(
|v(z)|2 +M−1/3 |∂zv(z)|2

)
dz, v ∈ H1(R),
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deduced in [10]. As a consequence, we obtain the relation

‖u‖2NML = 1
M

L−1∑
q=0

N−1∑
r=0

M−1∑
s=0

wr w̃q |u(xrs, yrs, zq)|2

≤ C
L−1∑
q=0

w̃q

∫
R2

(
|u(x, y, zq)|2 +M−1/3

(
|∂xu(x, y, zq)|2 + |∂yu(x, y, zq)|2

)
+M−1

(
|∂2
xu(x, y, zq)|2 + |∂2

yu(x, y, zq)|2 + |∂xyu(x, y, zq)|2
))

d(x, y)

≤ C
∫
R3

(
|u|2 +M−1/3

(
|∂xu|2 + |∂yu)|2

)
+M−1

(
|∂2
xu|2 + |∂2

yu|2 + |∂xyu|2
))

d(x, y, z)

+ CM−1/3

∫
R3

(
|∂zu|2 +M−1/3

(
|∂xzu|2 + |∂yzu|2

)
+M−1

(
|∂xxzu|2 + |∂yyzu|2 + |∂xyzu|2

))
d(x, y, z)

≤ C
(
‖u‖2L2(R3) +M−1/3 |u|2H1(R3) +M−2/3 |u|2H2(R3) +M−4/3 |u|H3(R3)

)
,

which implies the following analogue to (32e)

‖(QKML − Id)u‖Xζ ≤ CM−(α−ζ−5/6) ‖u‖Xα .

As a consequence, in the three-dimensional case the factors M−(α−1/2) and
M−(α−3/2) arising in the auxiliary results derived in Section 3.3 have to be
replaced by M−(α−5/6) and M−(α−11/6) respectively. Altogether, this proves
the statement of Theorem 1.

4 Numerical example

In the following we confirm the theoretical global error bound of Theorem 1 by
a numerical example. Furthermore we include the reference to a movie, which
illustrates the time evolution of the solution to a related problem that was
considered in [3, Ex. 1].

Global error bound. We consider the time-dependent Gross–Pitaevskii equa-
tion with rotation term (1) in two space dimensions, where we set γ = 0.8,
Ω = 0.5, V = 0, and β = 100, and

u(x, y, 0) = 1√
π

e−
1
2 (x2+y2) (x+ i y).

The problem is discretized in space by the generalized-Laguerre–Fourier
pseudo-spectral method. For the time integration we apply splitting methods
of (nonstiff) orders p = 1, 2, 4, the Lie–Trotter (order 1), Strang (order 2), and
Yoshida (order 4) splitting methods, see for instance [11,16]. In Figure 1 (left)
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Fig. 1 Global error versus time stepsize ∆t (left) and spatial discretization parameter M
(right).

we display the global error at time t = 1 as a function of the time discretiza-
tion parameter ∆t for fixed spatial discretization parameters M = 512 and
K = M + 1. As expected, for the chosen sufficiently regular initial condition
the nonstiff temporal orders are retained. Furthermore, we display the global
error in dependence of the space discretization parameter M = 2m for integer
3 ≤ m ≤ 8, where again K = M + 1, with time stepsize fixed to ∆t = 1

1024 .
The numerical results confirm the spectral accuracy in space. We note that
the global error is in general dominated by the temporal error; in particular,
this behavior is observed for the first-order Lie–Trotter splitting method.

Time evolution. A movie illustrating the evolution of the solution to the spec-
ified problem on the time interval [0, 10], but with additional potential

V (x, y) = 1
2 (γ2

y − γ2) y2, γy = 1.2,

is available at

http://www.othmar-koch.org/fwf-project2011.html.
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