
ASC Report No. 10/2011

Global estimates of fundamental solutions for
higher-order Schrödinger equations

JinMyong Kim, A. Arnold, X. Yao

Institute for Analysis and Scientific Computing

Vienna University of Technology — TU Wien

www.asc.tuwien.ac.at ISBN 978-3-902627-04-9



Most recent ASC Reports

09/2011 Li Chen, Xiu-Qing Chen, Ansgar Jüngel
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Global estimates of fundamental solutions for
higher-order Schrödinger equations

JinMyong Kim, Anton Arnold and Xiaohua Yao

Abstract. In this paper we first establish global pointwise time-space esti-
mates of the fundamental solution for Schrödinger equations, where the sym-
bol of the spatial operator is a real non-degenerate elliptic polynomial. Then
we use such estimates to establish related Lp−Lq estimates on the Schrödinger
solution. These estimates extend known results from the literature and are
sharp. This result was lately already generalized to a degenerate case (cf. [4]).

Mathematics Subject Classification (2000). 42B20; 42B37; 35Q41; 35B65.

Keywords. Oscillatory integral, higher-order Schrödinger equation, fundamen-
tal solution estimate.

1. Introduction

In this paper we are interested in Lp-Lq estimates of solutions for the following

Schrödinger equation:

∂u

∂t
= iP (D)u, u(0, ·) = u0 ∈ Lp(Rn), (1.1)

where D = −i(∂/∂x1, · · · , ∂/∂xn), P : Rn −→ R is a non-degenerate real elliptic

polynomial of the even order m. In the sequel, we may assume without loss of

generality that Pm(ξ) > 0 for ξ 6= 0 where Pm(ξ) is the principal part of P (ξ).

The non-degeneracy condition on the polynomial P reads as follows.
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Austria. The second author was supported by the FWF (project I 395-N16). The third author

was supported by NSFC (No. 10801057), the Key Project of Chinese Ministry of Education (No.
109117), NCET-10-0431, and CCNU Project (No. CCNU09A02015).
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(a) For any ξ ∈ Rn\{0} the Hessian(
∂2

∂ξi∂ξj
Pm(ξ)

)
is non-degenerate.

For an elliptic polynomial P , condition (a) is equivalent to the following

condition (see [1]):

(b) For any z ∈ Sn−1(the unit sphere of Rn), the function on Sn−1 ψ(ω) :=

< z, ω > (Pm(ω))−1/m, where ω ∈ Sn−1, is non-degenerate at its critical points.

This means, if dωψ, the differential of ψ at a point ω ∈ Sn−1 vanishes, then d2
ωψ,

the second order differential of ψ at this point is non-degenerate.

For every initial data u0 ∈ S(Rn) (the Schwarz space), the solution of the

Cauchy problem (1.1) is given by

u(t, ·) = eitP (D)u0 = F−1(eitP ) ∗ u0,

where F denotes the Fourier transform, F−1 its inverse, and F−1(eitP ) is under-

stood in the distributional sense. From the ellipticity assumption on P , it is easy

to find that I(t, x) := F−1(eitP )(x) is an infinitely differentiable function in the x

variable for every fixed t 6= 0 (see [3]).

When the symbol P is homogeneous, Miyachi [7] and Zheng et al. [11] consid-

ered the pointwise estimates of the oscillatory integral I and the Lp−Lq estimates

of the operator eitP (D)(t 6= 0). Dropping the homogeneity of P , Balabane et al. [1]

and Cui [2, 3] studied the same estimates under the above non-degeneracy con-

dition. We remark that the results of Balabane et al. are not sharp, while those

of Cui are sharp estimates, but under the assumption of local t, i.e. 0 < |t| < T .

Here, sharpness means that the decay rate in the spatial variable is identical with

that in the homogeneous case, namely, the decay rate is −n(m−2)
2(m−1) (see [11]).

The purpose of this paper is to prove global pointwise time-space estimates

and Lp − Lq estimates of the fundamental solution of (1.1) for all |t| > 0. Our

proof depends heavily on a decay estimate for the oscillatory integral F−1(eitP ).

Compared with previous papers (see [1, 3, 6, 10, 11]), we estimate the oscillatory

integral with two parameters, i.e. both the time variable and the spatial variable

simultaneously. So we obtain the sharp decay in the spatial variable, even for |t|
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large. Recently, our result was already generalized in [4]. But since the method

applied there is different, this paper provides an alternative approach.

This paper is organized as follows. In Section 2, we make some pretreatment

of the oscillatory integral F−1(eitP ), review the method of Balabane et al. [1]

and Cui [3], and present some necessary lemmata. In Section 3, we prove global

pointwise time-space estimates of the fundamental solution of (1.1) which is our

main result. Finally, in §4 we use them to obtain the related Lp−Lq estimates for

the Schrödinger solution.

2. Preliminaries

Throughout this paper, we assume that P : Rn → R is always a non-degenerate

elliptic inhomogeneous polynomial of order m where n ≥ 2 and m is even. It is clear

that P is non-degenerate if and only if det(∂i∂jP (ξ))n×n is an elliptic polynomial

of order n(m− 2), which is also equivalent to (H2) in [1], i.e. our condition (b).

We denote by Sn−1 the unit sphere in Rn, and by (ρ, ω) ∈ [0,∞) × Sn−1

the polar coordinates in Rn. By the conditions on P , we know that Pm(ξ) > 0

for ξ 6= 0, which implies that there exists a large constant a > 0 with: For each

fixed s ≥ a and ω ∈ Sn−1, the equation P (ρω) = s has an unique positive solution

ρ = ρ(s, ω) ∈ C∞([a,∞)× Sn−1). By Lemma 2 in [1] we have

ρ(s, ω) = s
1
m (Pm(ω))−

1
m + σ(s, ω), (2.1)

where σ lies in the symbol class S0
1,0([a,∞)×Sn−1) (cf. [4]), i.e. σ ∈ C∞([a,∞)×

Sn−1). Moreover for every k ∈ N0 := {0, 1, 2, · · · } and every differential operator

Lω on Sn−1 there exists a constant CkL such that

|∂ksLωσ(s, ω)| ≤ CkL(1 + s)−k for s ≥ a and ω ∈ Sn−1. (2.2)

We now recall two lemmata (see [1, 3]) on the estimates of the following phase

function

φ(s, ω) := s−
1
m ρ(s, ω)〈u, ω〉 for s ≥ a and ω ∈ Sn−1,

with any fixed u ∈ Sn−1. Since for every fixed u0 ∈ Sn−1 there exists a sufficiently

small neighborhood Uu0 ⊂ Sn−1 of u0 such that the following lemmata always

hold uniformly in u ∈ Uu0(i.e. the constants in Lemma 2.1 and Lemma 2.2 are
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independent of u) we do not put the variable u in the function φ. Clearly, φ ∈
S0

1,0([a,∞)× Sn−1).

Lemma 2.1. There exists a constant a0 ≥ a and an open cover {Ω0,Ω+,Ω-} of

Sn−1 with Ω+ ∩ Ω- = ∅ such that for s ≥ a0,

(a) The function Ω0 3 ω 7→ φ(s, ω) has no critical points, and

‖dωφ(s, ω)‖ ≥ c > 0 for ω ∈ Ω0, (2.3)

where the constant c is independent of s.

(b) The function Ω± 3 ω 7→ φ(s, ω) has a unique critical point

ω± ∈ C∞([a0,∞); Ω′±) for some open subset Ω′± with Ω′± ⊂ Ω±, respectively.

Furthermore

‖(d2
ωφ(s, ω))−1‖ ≤ c0 for ω ∈ Ω±, (2.4)

where the constant c0 is independent of s. Moreover, lims→∞ ω±(s) exist and

|ω(k)
± (s)| ≤ ck(1 + s)−k−

1
m for k ∈ N.

Lemma 2.2. Let φ±(t, r, s) = st + rs
1
mφ(s, ω±(s)) for t, r > 0 and s ≥ a. Then

there exist constants a1 ≥ a0 and c2 > c1 > 0 such that for s ≥ a1, t > 0, and

r > 0,

c1 ≤ ±φ(s, ω±(s)) ≤ c2, (2.5)

∂sφ+(t, r, s) ≥ t+ c1rs
1
m−1, (2.6)

t− c2rs
1
m−1 ≤ ∂sφ-(t, r, s) ≤ t− c1rs

1
m−1, (2.7)

c1rs
1
m−2 ≤ |∂2

sφ-(t, r, s)| ≤ c2rs
1
m−2, (2.8)

and

|∂ksφ±(t, r, s)| ≤ c2rs
1
m−k for k = 2, 3, · · · . (2.9)

Next, we consider the following oscillatory integral

Φ(λ, s) =
∫
Sn−1

eiλφ(s,ω)b(s, ω)dω,

where b(s, ω) := s1− n
m ρn−1∂sρ ∈ S0

1,0([a,∞)×Sn−1). Let ϕ+, ϕ-, ϕ0 be a partition

of unity of Sn−1, subordinate to the open cover given in Lemma 2.1. Then

Φ(λ, s) = Φ+(λ, s) + Φ-(λ, s) + Ψ0(λ, s),
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where

Φ±(λ, s) =
∫
Sn−1

eiλφ(s,ω)b(s, ω)ϕ±(ω)dω

and

Ψ0(λ, s) =
∫
Sn−1

eiλφ(s,ω)b(s, ω)ϕ0(ω)dω.

By using the stationary phase method for Ψ0, and Lemma 2.1 and Corollary 1.1.8

in [8] for Φ±, one has the following result.

Lemma 2.3. For λ > 0 and s > a1 we have

Φ(λ, s) = λ−
n−1

2 eiλφ(s,ω+(s))Ψ+(λ, s) + λ−
n−1

2 eiλφ(s,ω-(s))Ψ-(λ, s) + Ψ0(λ, s),

(2.10)

where Ψ±, Ψ0 ∈ C∞((0,∞)× [a0,∞)) and

|∂kλ∂jsΨ±(λ, s)| ≤ ck,j(1 + λ)−ks−j for k, j ∈ N0, (2.11)

|∂kλ∂jsΨ0(λ, s)| ≤ ck,j,l(1 + λ)−ls−j for k, j, l ∈ N0. (2.12)

3. Estimates on the oscillatory integral

In this section we establish the global pointwise time-space estimates of the fun-

damental solution for the Schrödinger equation (1.1).

Theorem 3.1. If the inhomogeneous polynomial P is elliptic and non-degenerate,

then the fundamental solution of (1.1) satisfies that there exists a constant C > 0

such that

|I(t, x)| = |F−1(eitP )(x)| ≤
{
C|t|− n

m (1 + |t|− 1
m |x|)−µ for 0 < |t| ≤ 1,

C|t|− 1
m (1 + |t|−1|x|)−µ for |t| ≥ 1,

(3.1)

where µ = n(m−2)
2(m−1) .

Proof. We first consider

Case (i): t ≥ 1 and r := |x| ≥ 1.

Let ψ ∈ C∞(R) such that ψ(s) =
{

0 for s ≤ a1

1 for s > 2a1
, where a1 is given in Lemma

2.2. We write

I(t, x) = F−1(eitP )(x) =
∫
Rn

ei(〈x,ξ〉+tP (ξ))ψ(P (ξ))dξ

+
∫
Rn

ei(〈x,ξ〉+tP (ξ))(1− ψ(P (ξ)))dξ =: I1(t, x) + I2(t, x).
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First we rewrite I2 as the Fourier transform of a measure, supported on the graph

S := {z = P (ξ); ξ ∈ Rn} ⊂ Rn+1:

I2(t, x) =
∫
Rn+1

ei(〈x,ξ〉+tz)(1− ψ(P (ξ)))δ(z − P (ξ)) dξ dz . (3.2)

Since the polynomial P is of order m, the supporting manifold of the above inte-

grand is of type m (in the sense of § VIII.3.2, [9]). Then, Theorem 2 of § VIII.3 in

[9] implies

|I2(t, x)| ≤ C(1 + |t|+ |x|)− 1
m ∀t, x. (3.3)

This can be generalized: Since f(t, ξ) := eitP (1−ψ(P )) ∈ C∞c (Rn) for every t > 0,

an integration by parts in I2 yields

I2(t, x) = i

∫
Rn

ei〈x,ξ〉
x

|x|2
· ∇ξf(t, ξ)dξ.

Proceeding recursively, a simple estimate yields

|I2(t, x)| ≤ Cktkr−k for k ∈ N0,

and hence also ∀ k ≥ 0. But proceeding as in (3.2) yields the improvement

|I2(t, x)| ≤ Ck|t|−
1
m (1 + |t|−1|x|)−(k+ 1

m ) for |t| ≥ 1, x ∈ Rn, ∀ k ≥ 0. (3.4)

To estimate I1, we shall derive an ε–uniform estimate of its regularization

Jε(t, x) :=
∫
Rn

e−εP (ξ)+i(〈x,ξ〉+tP (ξ))ψ(P (ξ))dξ for ε > 0.

By the polar coordinate transform and by the change of variables ρ = ρ(s, ω) we

have

Jε(t, x) =
∫ ∞

0

∫
Sn−1

e−εP (ρω)+i(ρ〈x,ω〉+tP (ρω))ψ(P (ρω))ρn−1dωdρ

=
∫ ∞

0

∫
Sn−1

e−εs+its+irρ〈u,ω〉ψ(s)ρn−1∂sρdωds

=
∫ ∞

0

e−εs+itss
n
m−1ψ(s)Φ(rs

1
m , s)ds,

where u = x/|x|.
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Due to the compactness of Sn−1 we may assume without loss of generality

that u ∈ Uu0 (see section 2 for the definition of Uu0). Thus by Lemma 2.3

Jε(t, x) = r−
n−1

2

∫ ∞
0

e−εs+iφ+(t,r,s)s
n+1
2m −1ψ(s)Ψ+(rs

1
m , s)ds

+r−
n−1

2

∫ ∞
0

e−εs+iφ-(t,r,s)s
n+1
2m −1ψ(s)Ψ-(rs

1
m , s)ds

+
∫ ∞

0

e−εs+itss
n
m−1ψ(s)Ψ0(rs

1
m , s)ds

= R+
ε (t, x) +R-

ε(t, x) +R0
ε(t, x),

where φ± is the same as in Lemma 2.2. In the sequel, we denote by C a generic

positive constant independent of t, r, s and ε, and put µ := n(m−2)
2(m−1) and ν :=

n
2(m−1) .

We first estimate the integral R0
ε(t, x). Let v0(s) := s

n
m−1ψ(s)Ψ0(rs

1
m , s). By

the Leibniz rule and (2.12) one has

|v(k)
0 (s)| ≤ C(rs

1
m )−js

n
m−1−k for j, k ∈ N0,

where r ≥ 1 and s ≥ a1. Choosing j ≥ µ and k ≥ ν, it follows by integration by

parts that

|R0
ε(t, x)| ≤ Ct−k

∫ ∞
a1

(rs
1
m )−js

n
m−1−kds ≤ Ct−kr−j ≤ Ct−νr−µ. (3.5)

To estimate the integral R+
ε (t, x), for given t, r ≥ 1 we set{

u+(s) := −εs+ iφ+(t, r, s)
v+(s) := s

n+1
2m −1ψ(s)Ψ+(rs

1
m , s)

for s ≥ a1. Since u′+(s) 6= 0 for s ≥ a1, we can define D∗f = (gf)′ for f ∈ C1(0,∞)

where g = −1/u′+. It is not hard to show

Dj
∗v+ =

∑
α

cαg
(α1) · · · g(αj)v

(αj+1)
+ for j ∈ N (3.6)

where the sum runs over all α = (α1, · · ·αj+1) ∈ Nj+1
0 such that |α| = j and 0 ≤

α1 ≤ · · · ≤ αj . Since (2.6) and (2.9) imply, respectively, that |g(s)| ≤ Cr−1s1− 1
m

and

|u(k)
+ (s)| ≤ Crs 1

m−k for k = 2, 3, · · · ,

by induction on k we find that

|g(k)(s)| ≤ Cr−1s1− 1
m−k for k ∈ N0,
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which shall yield the spatial decay of I1. To derive the time decay of I1 we note

that (2.6) also implies |g(s)| ≤ t−1. Hence, it follows that

|g(k)(s)| ≤ Ct−1s−k for k ∈ N0.

The novel key step is now to interpolate these two inequalities, which will allow

to derive estimates also for large time. We have for any θ ∈ [0, 1],

|g(k)(s)| ≤ Ctθ−1r−θsθ(1−
1
m )−k for k ∈ N0. (3.7)

On the other hand, by the Leibniz rule and (2.11),

|v(k)
+ (s)| ≤ Cs

n+1
2m −1−k for k ∈ N0. (3.8)

It thus follows from (3.6) - (3.8) that

|Dj
∗v+(s)| ≤ Ctj(θ−1)r−jθsjθ(1−

1
m )+ n+1

2m −1−j for j ∈ N0, (3.9)

where D0
∗v+ = v+. Particularly (θ = µ

n = m−2
2(m−1) , j = n)

|Dn
∗ v+(s)| ≤ Ctµ−nr−µs−

nm+n−1
2m −1.

Noting that µ− n < −ν, by integration by parts one gets that

|R+
ε (t, x)| = r−

n−1
2

∣∣∣ ∫ ∞
0

eu+(Dn
∗ v+)ds

∣∣∣ ≤ Ctµ−nr−n−1
2 −µ ≤ Ct−νr−µ.

We now turn to the integral R-
ε(t, x). Here we put{

u-(s) := −εs+ iφ-(t, r, s)
v-(s) := s

n+1
2m −1ψ(s)Ψ-(rs

1
m , s)

for s ≥ a1, and write

R-
ε(t, x) = r−

n−1
2

{∫ c′1s0

0

+
∫ c′2s0

c′1s0

+
∫ ∞
c′2s0

}
eu-(s)v-(s)ds

= R-
ε1(t, x) +R-

ε2(t, x) +R-
ε3(t, x),

where s0 = (r/t)
m

m−1 , c′1 = (c1/2)
m

m−1 , and c′2 = (2c2)
m

m−1 (c1 and c2 are given in

Lemma 2.2).

By integration by parts one gets

R-
ε3(t, x) = r−

n−1
2

(eu-(c′2s0)

u′-(c′2s0)

n−1∑
j=0

(Dj
∗v-)(c

′
2s0) +

∫ ∞
c′2s0

eu-(Dn
∗ v-)ds

)
.

Since (2.7) implies that |u′-(s)| ≥ c2rs
1
m−1 for s ≥ c′2s0, we find that v-(s) still

satisfies (3.9) (with θ = 1) for s ≥ c′2s0.
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If c′2s0 ≤ a1, then (Dj
∗v-)(c′2s0) = 0 for j = 0, ..., n − 1 (note that ψ ≡ 0 on

[0, a1]). Integration by parts then yields

|R-
ε3(t, x)| =

∣∣∣∣∣r−n−1
2

∫ ∞
c′2s0

eu-(Dn
∗ v-)ds

∣∣∣∣∣ ≤ Ct−νr−µ,
exactly as done for R+

ε (t, x). If c′2s0 > a1, then

|R-
ε3(t, x)| ≤ Cr−

n−1
2

(
(rs

1
m−1
0 )−1

n−1∑
j=0

r−js
− 2j−n−1

2m −1
0 +

∫ ∞
c′2s0

r−ns−
n−1
2m −1ds

)

≤ Cr−
n−1

2 (r−1s
n−1
2m

0

n−1∑
j=0

(rs
1
m
0 )−j + r−ns

−n−1
2m

0 ).

Noting that r ≥ 1, s0 ≥ a1/c
′
2, and t ≥ 1 it follows that

|R-
ε3(t, x)| ≤ Cr−

n+1
2 s

n+1
2m

0 = Ct−
n+1

2(m−1) r−
(n+1)(m−2)

2(m−1) ≤ Ct−νr−µ.

Since |u′-(s)| ≥ 1
2c1rs

1
m−1 for a1 ≤ s ≤ c′1s0, a slight modification of the above

method yields the same estimate for R-
ε1(t, x).

To estimate R-
ε2(t, x), it suffices to estimate the integral

R-
02(t, x) = r−

n−1
2

∫ c′2s0

c′1s0

eiφ-(t,r,s)v-(s)ds

= r−
n−1

2 s0

∫ c′2

c′1

eiφ-(t,r,s0τ)v-(s0τ)dτ.

We note by (2.8) that

|∂2
τφ-(t, r, s0τ)| ≥ c1rs2

0(s0τ)
1
m−2 ≥ Crs

1
m
0

for τ ∈ [c′1, c
′
2]. Since v-(s) also satisfies (3.8), Van der Corput’s lemma (cf. [9])

implies

|R-
02(t, x)| ≤ Cr−

n−1
2 s0(rs

1
m
0 )−

1
2

(
|v-(c′2s0)|+

∫ c′2

c′1

|s0v
′
-(s0τ)|dτ

)
≤ Cr−

n−1
2 s0(rs

1
m
0 )−

1
2 s

n+1
2m −1

0

= Ct−νr−µ.

Since the dominated convergence theorem implies that Jε(t, ·) converges (as

ε→ 0) uniformly for x in compact subsets of {x ∈ Rn; |x| ≥ 1}, summarizing the

above estimates yields

|I1(t, x)| ≤ Ct−ν |x|−µ for t ≥ 1 and |x| ≥ 1.
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If t ≥ 1, |x| ≥ 1 and t−1|x| ≥ 1, then

|I1(t, x)| ≤ Ct−ν |x|−µ ≤ Ct−n
2 (1 + t−1|x|)−µ ≤ Ct− 1

m (1 + t−1|x|)−µ. (3.10)

Combining this with the estimate (3.4) on I2 (put k = µ− 1
m ), we have

|I(t, x)| ≤ Ct− 1
m (1 + t−1|x|)−µ for t ≥ 1, |x| ≥ 1 and t−1|x| ≥ 1.

If t ≥ 1, |x| ≥ 1 and t−1|x| < 1, then

|I1(t, x)| ≤ Ct− 1
m ≤ Ct− 1

m (1 + t−1|x|)−µ.

Combining this with (3.4) yields again

|I(t, x)| ≤ Ct− 1
m (1 + t−1|x|)−µ.

Case (ii): t ≥ 1, |x| ≤ 1.

For I1 we shall prove now that

|I1(t, x)| ≤ C|t|−n/2 for |t| ≥ 1 and |x| ≤ |t|. (3.11)

To this end we write the integral I1(t, x) as follows:

I1(t, x) =
∫
Rn

eit(P (ξ)+〈x/t,ξ〉)ψ(P (ξ))dξ =:
∫
Rn

eitΦ(ξ,x,t)ψ(P (ξ))dξ.

Note that this integral and the subsequent integrations by parts can be made

meaningful by inserting a series of smooth cut-off functions φ(εξ) for any 0 < ε < 1.

However, this is just a technical procedure, and we refer to [4] for the details in a

similar situation.

Since |x/t| ≤ 1 and |∇P (ξ)| ≥ c|ξ|m−1 for large |ξ|, the possible critical points

satisfying

∇ξΦ(ξ, x, t) = ∇P (ξ) + x/t = 0

must be located in some bounded ball. In order to apply later the stationary

phase principle, let Ω ⊂ Rn be some open set such that suppψ(P ) ⊂ Ω and

|∇P (ξ)| ≥ c|ξ|m−1 on Ω. Note that the constant a1 (from the definition of ψ and

Lemma 2.2) could be increased, if necessary, such that both of those conditions

can hold. Then we decompose Ω into Ω1 ∪ Ω2, where

Ω1 = {ξ ∈ Ω ; |∇P (ξ) +
x

t
| < 1

2
|∇P (ξ)|+ 1}

and

Ω2 = {ξ ∈ Ω ; |∇P (ξ) +
x

t
| > 1

4
|∇P (ξ)|}.
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Since |xt | ≤ 1 and |∇P (ξ)| → ∞ as |ξ| → ∞, Ω1 must be a bounded domain and

includes all critical points of Φ inside Ω. Now we choose smooth functions η1(ξ)

and η2(ξ) such that suppηj ⊂ Ωj and η1(ξ) + η2(ξ) = 1 in Ω (e.g. see [4] for a

similar construction). And we decompose I1 as

I1(t, x) = I11(t, x) + I12(t, x), I1j(t, x) :=
∫
Rn

eitΦ(ξ,x,t)ηj(ξ)ψ(P (ξ))dξ, j = 1, 2.

First we estimate I11: Note that the determinant of the Hessian matrix

det(∂ξi∂ξj Φ)n×n(ξ, x, t) = det(∂ξi∂ξjP )n×n(ξ)

is an elliptic polynomial according to our assumption (a) and the remarks in the

first paragraph of Section 2. Hence, it is nonzero on Ω (if necessary, we can increase

the value of a1 to satisfy the requirement), that is, the Hessian matrix is non-

degenerate on Ω. Moreover, |∂αξ Φ| ≤ Cα on Ω1 for any multi-index α ∈ Nn
0 . Hence

we obtain by the stationary phase principle that

|I11(t, x)| ≤ C|t|−n/2.

Next we estimate I22: Note that |∇ξΦ| = |∇P (ξ) + x
t | ≥

1
4 |∇P (ξ)| ≥ c|ξ|m−1

for ξ ∈ Ω2 and |∂αξ Φ| ≤ Cα|ξ|m−α for |α| ≥ 2. Now we define the operator L by

Lf :=
〈∇ξΦ,∇ξ〉
it|∇ξΦ|2

f.

Since LeitΦ = eitΦ, we obtain by N iterated integrations by parts:

|I12(t, x)| =
∣∣∣∣∫

Rn

eitΦ(ξ,x,t)(L∗)N (η2(ξ)ψ(P (ξ)))dξ
∣∣∣∣

≤ CN |t|−N
∫

suppψ(P )

|ξ|−mNdξ ≤ C ′N |t|−N ,

where N > n and L∗ is the adjoint operator of L. Combining the two cases yields

the claimed estimate |I1| ≤ C|t|−n/2 for |t| > 1 and |x| ≤ |t|.

Together with the estimate (3.4) (with k = µ− 1
m ) on I2 this yields

|I(t, x)| ≤ Ct− 1
m (1 + t−1|x|)−µ for t ≥ 1 and x ∈ Rn. (3.12)

Case (iii): t ∈ (0, 1) and x ∈ Rn.

Here, we observe that∫
Rn

ei(〈x,ξ〉+tP (ξ))dξ = t−
n
m

∫
Rn

ei(〈t
− 1

m x,ξ〉+tP (t−
1
m ξ))dξ.
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Let Pt(ξ) = tP (t−
1
m ξ), ρt(s, ω) = t

1
m ρ( st , ω), and σt(s, ω) = t

1
mσ( st , ω), then (2.1)

still holds with P , ρ, σ replaced respectively by Pt, ρt, σt. Since it is easy to check

that σt also satisfies (2.2) with the same constants CkL, we can deduce from (3.12)

(with t = 1) that

|I(t, x)| ≤ Ct− n
m (1 + t−

1
m |x|)−µ for t ∈ (0, 1) and x ∈ Rn. (3.13)

And the proof for negative t is analogous. This completes the proof of the theorem.

�

Remark 3.2. If P is homogeneous and non-degenerate, then by scaling the esti-

mates (3.1), one recovers the following sharp form in the (t, x)-variables (see [11]):

|F−1(eitP (ξ))(x)| ≤ Ct− n
m (1 + |t|−1/m|x|)−µ for t 6= 0.

In particular, we remark that the index µ = n(m−2)
2(m−1) is optimal by testing the

special case ei|ξ|
m

. In fact, from Proposition 5.1(ii) in [7], p. 289, there exists a

positive constant c such that

|F−1(ei|·|
m

)(x)| ≥ c(1 + |x|)−µ for x ∈ Rn.

Remark 3.3. The decay estimate (3.3) on I2 can be improved under the additional

assumption that P (ξ) has only non-degenerate critical points (or, equivalently,

for a nonzero Gaussian curvature of the hypersurface S) inside the support of

(1− ψ(P (ξ)). Then, Theorem 1 of § VIII.3 in [9] implies:

|I2(t, x)| ≤ C(1 + |t|+ |x|)−n
2 ∀t, x.

E.g., this assumption holds if m = 2 or in the example P (ξ) = |ξ|4 + |ξ|2.

An intermediate decay result for I2 holds, if the Hessian of P has at least rank

k (1 ≤ k ≤ n) inside the support of (1− ψ(P (ξ)) (or, eqivalently, if S has at least

k nonzero principal curvatures there). Then we have I2 = O
(
(1 + |t|+ |x|)−k/2

)
by Littman’s Theorem (cf. § VIII.5.8 in [9]).

Remark 3.4. An analogous method as above leads to

|∂αI(t, x)| = |F−1(ξαeitP (ξ))(x)| ≤
{
C|t|− n

m (1 + |t|− 1
m |x|)−µ for 0 < |t| ≤ 1,

C|t|− 1
m (1 + |t|−1|x|)−µ for |t| ≥ 1,

where α ∈ Zn+, |α| = b, 0 ≤ b ≤ mn−2n
2 and µ = mn−2n−2b

2(m−1) .
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4. Decay/growth estimates for Schrödinger equations

Here we shall apply Theorem 3.1 to establish Lp − Lq estimates for (1.1). Since

P (D) is self-adjoint in L2(Rn), we have ‖eitP (D)u0‖L2 = ‖u0‖L2 for all 0 ≤ |t| <∞
by Stone’s theorem. Next we define the following set of admissible index pairs:

4 :={(p, q); ( 1
p ,

1
q ) lies in the closed quadrilateral ABCD subtracting the apexA},

where A = ( 1
2 ,

1
2 ), B = (1, 1

τ ), C = (1, 0), and D = ( 1
τ ′ , 0) for τ = 2(m−1)

m−2 and
1
τ + 1

τ ′ = 1. Moreover, we denote by H1 the Hardy space on Rn and by BMO the

space of functions with bounded mean oscillation on Rn.

Theorem 4.1. Let the assumption of Theorem 3.1 be satisfied. Then

‖eitP (D)u0‖Lq ≤

{
C|t|

n
m ( 1

q−
1
p )‖u0‖Lp for 0 < |t| ≤ 1,

C|t|n|
1
q−

1
p′ |−

1
m ‖u0‖Lp for |t| ≥ 1,

(4.1)

where (p, q) ∈ 4, but (p, q) 6= (1, τ), (τ ′,∞). When (p, q) = (1, τ) (resp. (τ ′,∞)),

(4.1) still holds if L1 (resp. L∞) is replaced by H1 (resp. BMO).

Proof. When ( 1
p ,

1
q ) lies in the edge BC, but ( 1

p ,
1
q ) 6= B (i.e., p = 1 and τ < q ≤ ∞),

it follows from Young’s inequality and Theorem 3.1 that

‖eitP (D)u0‖Lq ≤ ‖F−1(eitP )‖Lq‖u0‖L1 ≤

{
C|t|

n
m ( 1

q−1)‖u0‖L1 for 0 < |t| ≤ 1,
C|t|

n
q−

1
m ‖u0‖L1 for |t| ≥ 1.

(4.2)

When ( 1
p ,

1
q ) = B (i.e., p = 1 and q = τ), this estimate (with L1 replaced by

H1) follows from the boundedness of the Riesz potential In/τ ′ (cf. [9], p.136). This

proves the points (1, 1
q ) in the side CB. Now in view of (4.2), by the Marcinkiewicz

interpolation theorem (see [5], p.56), we can conclude the proof of (4.1) for the

points in the closed triangle ABC. Next, by duality the desired arguments for

the triangle ADC follow immediately from the results in the triangle ABC. This

completes the proof of the theorem. �

Remark 4.2. Let Ω = {ξ ∈ Rn : |ξ| > a} for some sufficiently large a with

suppFu0 ⊂ Ω. Also let (p, q) ∈ 4, but (p, q) 6= (1, τ), (τ ′,∞). First we note that

(3.10) and (3.11) combine into

|I1(t, x)| ≤ Ct−n
2 (1 + |t|−1|x|)−µ ≤ C|t|− n

m (1 + |t|− 1
m |x|)−µ for |t| ≥ 1.
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Similarly to the above proof, this estimate implies

‖eitP (D)u0‖Lq = ‖I1(t, ·) ∗ u0‖Lq ≤ C|t|
n
m ( 1

q−
1
p )‖u0‖Lp for |t| > 0. (4.3)

When (p, q) = (1, τ) (resp. (τ ′,∞)), (4.3) still holds if L1 (resp. L∞) is replaced

by H1 (resp. BMO).

References

[1] M. Balabane and H. A. Emami-Rad, Lp estimates for Schrödinger evolution equa-
tions, Trans. Amer. Math. Soc., 120 (1985), 357-373.

[2] S. Cui, Point-wise estimates for a class of oscillatory integrals and related Lp − Lq

estimates, J. Fourier Anal. and Appl., 11 (2005), 441-457.

[3] , Point-wise estimates for oscillatory integrals and related Lp−Lq estimates:
Multi-dimensional case, J. Fourier Anal. and Appl., 12 (2006), 605-627.

[4] Y. Ding and X. Yao, Lp −Lq estimates for dispersive equations and related applica-
tions, J. Math. Anal. and Appl. 356 (2009), 711-728.

[5] L. Grafakos, Classical and modern Fourier analysis, Prentice Hall, New Jersey, 2003

[6] C. E. Kenig, G. Ponce and L. Vega, Oscillatory integrals and regularity of dispersive
equations, Indiana Univ. J., 40 (1991),33-69.

[7] A. Miyachi, On some estimates for the wave equation in Lp and Hp, J. Fac. Sci.
Univ. Tokyo, 27 (1980), 231-354.

[8] C. D. Sogge, Fourier Integrals in Classical Analysis, Cambridge Univ. Press, Cam-
bridge, 1993.

[9] E. M. Stein, Harmonic Analysis: Real Variable Method, Orthogonality and Oscilla-
tory Integrals, Princeton Univ. Press, New Jersey, 1993.

[10] X. Yao and Q. Zheng, Oscillatory integrals and Lpestimates for Schrödinger equa-
tions, J. Diff. Eq. 244 (2008), 741-752.

[11] Q. Zheng, X. Yao and D. Fan, Convex hypersurface and Lp estimates for Schrödinger
equations, J. Func. Anal. 208 (2004), 122-139.

JinMyong Kim
(Current Address) : Institut für Analysis und Scientific Computing,
Technische Universität Wien
Wiedner Hauptstr. 8, A-1040 Wien, Austria;

(Permanent Address) : Department of Mathematics,
Kim Il Sung University
Pyongyang, DPR Korea;

e-mail: jinjm39@yahoo.com.cn



Fundamental solutions for higher order Schrödinger equations 15

Anton Arnold
Institut für Analysis und Scientific Computing,
Technische Universität Wien
Wiedner Hauptstr. 8, A-1040 Wien, Austria;
e-mail: anton.arnold@tuwien.ac.at

Xiaohua Yao
Department of Mathematics
Central China Normal University
Wuhan 430079, P. R. China;
e-mail: yaoxiaohua@mail.ccnu.edu.cn


	titelseite10-11.pdf
	Kim

