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# A POSTERIORI ERROR ESTIMATE AND ADAPTIVE MESH-REFINEMENT FOR THE CELL-CENTERED FINITE VOLUME METHOD FOR ELLIPTIC BOUNDARY VALUE PROBLEMS 

CHRISTOPH ERATH AND DIRK PRAETORIUS


#### Abstract

We extend a result of Nicaise [13] for the a posteriori error estimation of the cell-centered finite volume method for the numerical solution of elliptic problems. Having computed the piecewise constant finite volume solution $u_{h}$, we compute a Morley-type interpolant $\mathcal{I} u_{h}$. For the exact solution $u$, the energy error $\left\|\nabla_{\mathcal{T}}\left(u-\mathcal{I} u_{h}\right)\right\|_{L^{2}}$ can be controlled efficiently and reliably by a residual-based a posteriori error estimator $\eta$. The local contributions of $\eta$ are used to steer an adaptive mesh-refining algorithm. As model example serves the Laplace equation in 2D with mixed Dirichlet-Neumann boundary conditions.


## 1. Introduction

Throughout, $\Omega \subset \mathbb{R}^{2}$ is a bounded and connected domain with Lipschitz boundary $\Gamma:=\partial \Omega$. We assume that $\Gamma$ is divided into a closed Dirichlet boundary $\Gamma_{D} \subseteq \Gamma$ with positive surface measure and a Neumann boundary $\Gamma_{N}:=\Gamma \backslash \Gamma_{D}$. We consider the elliptic model problem

$$
\begin{equation*}
-\Delta u=f \quad \text { in } \Omega \tag{1.1}
\end{equation*}
$$

with mixed boundary conditions

$$
\begin{equation*}
u=u_{D} \quad \text { on } \Gamma_{D} \quad \text { and } \quad \partial u / \partial \mathbf{n}=g \quad \text { on } \Gamma_{N} . \tag{1.2}
\end{equation*}
$$

Here $f \in L^{2}(\Omega), u_{D} \in H^{1}\left(\Gamma_{D}\right)$, and $g \in L^{2}\left(\Gamma_{N}\right)$ are given data, and $L^{2}(\cdot)$ and $H^{1}(\cdot)$ denote the standard Lebesgue- and Sobolev-spaces equipped with the usual norms $\|\cdot\|_{L^{2}(\cdot)}$ and $\|\cdot\|_{H^{1}(\cdot)}$. The weak form of (1.1) reads: Find $u \in H^{1}(\Omega)$ with $\left.u\right|_{\Gamma_{D}}=u_{D}$ and

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla v d x=\int_{\Omega} f v d x+\int_{\Gamma_{N}} g v d x \text { for all } v \in H_{D}^{1}(\Omega):=\left\{v \in H^{1}(\Omega)|v|_{\Gamma_{D}}=0\right\} . \tag{1.3}
\end{equation*}
$$

Recall that there is a unique solution $u$ which we aim to approximate by a postprocessed finite volume scheme. For technical reasons, we assume that $\Gamma_{D}$ as well as $\Gamma_{N}$ are connected, cf. Section 5.2 below.

Let $\mathcal{T}$ be a triangulation of $\Omega$ and $\mathcal{E}$ the set of all edges of $\mathcal{T}$. Replacing the continuous diffusion flux $\int_{E} \partial u / \partial \mathbf{n}_{E} d s$ by a discrete diffusion flux $F_{E}^{D}\left(u_{h}\right)$, the cell-centered finite volume method provides a $\mathcal{T}$-elementwise constant approximation $u_{h} \in \mathcal{P}^{0}(\mathcal{T})$ of $u$. The classical choice of $F_{E}^{D}\left(u_{h}\right)$ is based on the admissibility of the triangulation $\mathcal{T}$ in the sense of [11]. However, locally refined meshes are usually not admissible. Another choice of $F_{E}^{D}\left(u_{h}\right)$ is the diamond path method, which has been mathematically analyzed in $[8,9]$ for rectangular meshes with maximum one hanging node per edge. Optimal order of convergence $\| u-$
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$u_{h} \|_{1, h}=\mathcal{O}(h)$ of the error with respect to a discrete $H^{1}$-norm $\|\cdot\|_{1, h}$ holds under the regularity assumption $u \in H^{2}(\Omega)$, which is usually not met in praxis.

We aim to provide a mathematical criterion for steering an adaptive mesh-refining algorithm to recover the optimal order of convergence $\mathcal{O}\left(N^{-1 / 2}\right)$ with respect to the number $N=\# \mathcal{T}$ of elements. Following Nicaise [13], we introduce a Morley type interpolant $\mathcal{I} u_{h}$ which belongs to a certain $H^{1}(\Omega)$-nonconforming finite element space. The definition of which is a generalization of the definition in [13, Section 5] to the case of hanging nodes and mixed boundary conditions. Roughly speaking, the analytical idea is to ensure that $\mathcal{I} u_{h}$ has enough orthogonality properties which can be used to adapt the well-known a posteriori error analysis from the context of the finite element method, e.g., $[15,1]$. For each element $T \in \mathcal{T}$ with corresponding edges $\mathcal{E}_{T}$, we define the refinement indicators

$$
\begin{align*}
\eta_{T}^{2}:=h_{T}^{2}\left\|f-f_{\mathcal{T}}\right\|_{L^{2}(T)}^{2} & +\sum_{E \in \mathcal{\mathcal { E } _ { T } \cap \mathcal { E } _ { E }}} h_{E}\| \| \nabla_{\mathcal{T}}\left(\mathcal{I} u_{h}\right) \rrbracket \|_{L^{2}(E)}^{2} \\
& +\sum_{E \in \mathcal{E}_{T} \cap \mathcal{E}_{N}} h_{E}\left\|\frac{\partial\left(u-\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}}\right\|_{L^{2}(E)}^{2}+\sum_{E \in \mathcal{E}_{T} \cap \mathcal{E}_{D}} h_{E}\left\|\frac{\partial\left(u-\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}}\right\|_{L^{2}(E)}^{2} . \tag{1.4}
\end{align*}
$$

Here, $\llbracket \cdot \rrbracket$ denotes the jump, $\mathbf{n}_{E}$ and $\mathbf{t}_{E}$ denote the normal and tangential vector on $E$, respectively, $f_{\mathcal{T}}$ denotes the piecewise integral mean of the volume term, and $h_{E}$ is the length of the edge $E$. We prove that the corresponding error estimator

$$
\begin{equation*}
\eta:=\left(\sum_{T \in \mathcal{T}} \eta_{T}^{2}\right)^{1 / 2} \tag{1.5}
\end{equation*}
$$

is reliable and efficient in the sense that

$$
\begin{equation*}
C_{\text {rel }}^{-1}\left\|\nabla_{\mathcal{T}}\left(u-\mathcal{I} u_{h}\right)\right\|_{L^{2}(\Omega)} \leq \eta \leq C_{\text {eff }}\left[\left\|\nabla_{\mathcal{T}}\left(u-\mathcal{I} u_{h}\right)\right\|_{L^{2}(\Omega)}+\left\|h\left(f-f_{\mathcal{T}}\right)\right\|_{L^{2}(\Omega)}\right] \tag{1.6}
\end{equation*}
$$

Here, $\nabla_{\mathcal{T}}$ denotes the $\mathcal{T}$-piecewise gradient, and the constants $C_{\text {eff }}, C_{\text {rel }}>0$ only depend on the shape of the elements in $\mathcal{T}$ but not on $f$, the local mesh-width $h$, or the number of elements. Moreover, the efficiency estimate holds even locally

$$
\begin{equation*}
\eta_{T} \leq C_{\mathrm{eff}}\left[\left\|\nabla_{\mathcal{T}}\left(u-\mathcal{I} u_{h}\right)\right\|_{L^{2}\left(\omega_{T}\right)}+\left\|h\left(f-f_{\mathcal{T}}\right)\right\|_{L^{2}\left(\omega_{T}\right)}\right] \tag{1.7}
\end{equation*}
$$

where $\omega_{T}$ denotes the patch of the element $T \in \mathcal{T}$.
The proof of the reliability makes use of the Helmholtz decomposition to deal with mixed boundary conditions. For the proof of the efficiency estimate, the non-avoidance of hanging nodes needs the extended definition of edge patches. We stress that [13] only treats the Dirichlet problem $\Gamma_{D}=\Gamma$ and that the a posteriori error analysis is restricted to the case of regular meshes. Therefore the definition of $\mathcal{I} u_{h}$ had to be substantially modified.

The content of this paper is organized as follows: In Section 2, we introduce the notation that is used below. In particular, we define the concept of an almost regular triangulation, which allows the analytical error analysis in case of certain hanging nodes. Section 3 gives a short summary on the classical cell-centered finite volume method for our model problem. We recall the ideas of the diamond path, where emphasis is laid on the treatment of nodes $a \in \Gamma_{N}$ that lie on the Neumann boundary $\Gamma_{N}$. In Section 4, we define the Morley interpolant and collect the orthogonality properties used for the error analysis. Reliability and efficiency of the error estimator $\eta$ are then proven in Section 5. Numerical experiments, found in Section 6, confirm the theoretical results and conclude the work. In particular, we observe

(b) Full lines denote edges in $\mathcal{E}_{D}$, dashed lines denote edges in $\mathcal{E}_{N}$, dotted lines denote edges in $\mathcal{E}_{E}$.

(a) Circles denote nodes in $\mathcal{N}_{H}$, squares denote nodes in $\mathcal{N}_{F}$, triangles denote nodes in $\mathcal{N}_{D}$, stars denote nodes in $\mathcal{N}_{N}$. squares in $\underset{\text { denote }}{\mathcal{N}^{2}}$

Figure 2.1. The sets of edges and nodes for a simple (almost regular) triangulations, which consists of 6 rectangular elements.
that the proposed strategy even recovers the optimal order of convergence with respect to the energy norm $\left\|u-u_{h}\right\|_{1, h}$.

## 2. Preliminaries \& Notations

In this section, we introduce the notation for the triangulations that are considered below. In particular, we define the so-called almost regular triangulation which allows certain hanging nodes.
2.1. Almost Regular Triangulation. Throughout, $\mathcal{T}$ denotes a triangulation of $\Omega$, where $\mathcal{N}$ and $\mathcal{E}$ are the corresponding set of nodes and edges, respectively. We assume that the elements $T \in \mathcal{T}$ are triangles or rectangles, which are nondegenerate either. For $T \in \mathcal{T}$, $h_{T}:=\operatorname{diam}(T)$ denotes the Euclidean diameter and $\varrho_{T}$ is the corresponding height, i.e. the volume of $T$ is $|T|=h_{T} \varrho_{T}$ in case $T$ being a rectangle and $|T|=h_{T} \varrho_{T} / 2$ in case $T$ being a triangle. Moreover, for an edge $E \in \mathcal{E}$, we denote by $h_{E}$ its length.

Nodes. In the following, we introduce a partition

$$
\mathcal{N}=\mathcal{N}_{D} \cup \mathcal{N}_{N} \cup \mathcal{N}_{H} \cup \mathcal{N}_{F}
$$

of $\mathcal{N}$ into Dirichlet and Neumann nodes, hanging nodes, and free nodes, respectively: First, let $\mathcal{N}_{D}:=\left\{a \in \mathcal{N} \mid a \in \Gamma_{D}\right\}$ resp. $\mathcal{N}_{N}:=\left\{a \in \mathcal{N} \mid a \in \Gamma_{N}\right\}$ be the set of all nodes that belong to the Dirichlet boundary resp. Neumann boundary. A node $a \in \mathcal{N} \backslash\left(\mathcal{N}_{D} \cup \mathcal{N}_{N}\right)$ is a hanging node provided that there are elements $T_{1}, T_{2} \in \mathcal{T}$ such that $a \in T_{1} \cap T_{2}$ is a node of $T_{1}$ but not of $T_{2}$. Let $\mathcal{N}_{H}$ be the set of all hanging nodes. Finally, the set of free nodes is $\mathcal{N}_{F}:=\mathcal{N} \backslash\left(\mathcal{N}_{D} \cup \mathcal{N}_{N} \cup \mathcal{N}_{H}\right)$. For an element $T \in \mathcal{T}$, we denote with $\mathcal{N}_{T}$ the set of nodes of $T$, i.e. $\left|\mathcal{N}_{T}\right|=3$ for $T$ being a triangle and $\left|\mathcal{N}_{T}\right|=4$ for $T$ being a rectangle, respectively.

Edges. For the edges, we introduce a partition

$$
\mathcal{E}=\mathcal{E}_{D} \cup \mathcal{E}_{N} \cup \mathcal{E}_{H} \cup \mathcal{E}_{E}
$$

into Dirichlet and Neumann edges, non-elementary edges, and interior elementary edges, respectively: First, we define $\mathcal{E}_{D}:=\left\{E \in \mathcal{E} \mid E \subseteq \Gamma_{D}\right\}$ and $\mathcal{E}_{N}:=\left\{E \in \mathcal{E} \mid E \subseteq \bar{\Gamma}_{N}\right\}$. Second, an interior edge $E \in \mathcal{E}$ is non-elementary, if there are pairwise different nodes


Figure 2.2. The dashed lines show the a priori chosen normal vector $\mathbf{n}_{E}$ resp. tangential vector $\mathbf{t}_{E}$ on the edge $E$, whereas the full lines are the outer normal vector $\left.\mathbf{n}_{T}\right|_{E}=\sigma_{T, E} \mathbf{n}_{E}$ of $T$ resp. $\left.\mathbf{t}_{T}\right|_{E}=\sigma_{T, E} \mathbf{t}_{E}$ with respect to the edge $E$.
$x, y, z \in \mathcal{N}$ such that $E=\operatorname{conv}\{x, y\}$ and $z \in E$, i.e. there is a hanging node $z$ in the interior of $E$. The set of all non-elementary edges is denoted by $\mathcal{E}_{H}$. Contrary, $\mathcal{E} \backslash \mathcal{E}_{H}$ denotes the set of all elementary edges, which is split into boundary edges $\mathcal{E}_{D} \cup \mathcal{E}_{N}$ and interior elementary edges $\mathcal{E}_{E}:=\mathcal{E} \backslash\left(\mathcal{E}_{H} \cup \mathcal{E}_{D} \cup \mathcal{E}_{N}\right)$. Moreover, we define the set

$$
\mathcal{E}_{0}:=\left\{E \in \mathcal{E}_{E} \mid \nexists E^{\prime} \in \mathcal{E}_{H} \quad E \varsubsetneqq E^{\prime}\right\},
$$

of all interior elementary edges which are not part of a non-elementary edge. Finally, for an element $T \in \mathcal{T}$, we denote with $\mathcal{E}_{T} \subset \mathcal{E}$ the set of all edges of $T$, i.e.

$$
\mathcal{E}_{T}:=\left\{E \in \mathcal{E} \mid E \subseteq \partial T, \quad \nexists E^{\prime} \in \mathcal{E} \quad E^{\prime} \varsubsetneqq E\right\}
$$

Almost Regular Triangulations. We say that the triangulation $\mathcal{T}$ is almost regular, if
(i) the mixed boundary conditions are resolved, i.e. each edge $E \in \mathcal{E}$ with $E \cap \Gamma \neq \emptyset$ satisfies either $E \in \mathcal{E}_{D}$ or $E \in \mathcal{E}_{N}$,
(ii) the intersection $T_{1} \cap T_{2}$ of two elements $T_{1}, T_{2} \in \mathcal{T}$ with $T_{1} \neq T_{2}$ is either empty or a node or an edge.
(iii) each non-elementary edge $E \in \mathcal{E}_{H}$ is the finite union of elementary edges, i.e. there are finitely many elementary edges $E_{1}, \ldots, E_{n} \in \mathcal{E}_{E}$ such that $E=\bigcup_{i=1}^{n} E_{i}$.
With respect to regular triangulations in the sense of Ciarlet, the only difference is that in (ii) the intersection $T_{1} \cap T_{2}$ may be, for instance, a node (or an edge) of $T_{1}$ but not of $T_{2}$, cf. Figure 2.1 above. However, in case of $E:=T_{1} \cap T_{2}$ being an edge, (iii) implies that there holds at least either $E \in \mathcal{E}_{T_{1}}$ or $E \in \mathcal{E}_{T_{2}}$. From now on, we assume that all triangulations are at least almost regular (or even regular).
2.2. Normal and Tangential Vectors. For each edge $E \in \mathcal{E}$, we fix a normal vector $\mathbf{n}_{E}$ as follows: For $E \in \mathcal{E}_{D} \cup \mathcal{E}_{N}$, let $\mathbf{n}_{E}$ point outwards of $\Omega$. For an edge $E \in \mathcal{E}_{H}$, there is a unique element $T \in \mathcal{T}$ with $E \in \mathcal{E}_{T}$, and we choose $\mathbf{n}_{E}$ to point into $T$. For each elementary edge $E^{\prime} \in \mathcal{E}_{E}$ with $E^{\prime} \subset E$, we define $\mathbf{n}_{E^{\prime}}:=\mathbf{n}_{E}$. For the remaining edges, namely $E \in \mathcal{E}_{0}$, we may choose the orientation of $\mathbf{n}_{E}$ arbitrarily.

In Section 3, we shall use the following notational convention: For each elementary edge $E \in \mathcal{E}_{E}$, there are unique elements $T_{W, E}$ and $T_{E, E}$ such that $E \subseteq T_{W, E} \cap T_{E, E}$ and such that $\mathbf{n}_{E}$ points from $T_{W, E}$ to $T_{E, E}$ (i.e. from West to East). For $E \in \mathcal{E}_{D} \cup \mathcal{E}_{N}$, there is a unique element $T_{W, E}$ with $E \subset \partial T_{W, E}$. If the edge $E$ is clear from the context, we omit the additional subscript and simply write, e.g., $T_{W}=T_{W, E}$.


Figure 2.3. The four patches introduced in Section 2.3.
Moreover, for each element $T \in \mathcal{T}$ and an edge $E \in \mathcal{E}$ with $E \subset \partial T$, we define the sign

$$
\sigma_{T, E}= \begin{cases}+1, & \text { provided } T=T_{W, E}  \tag{2.1}\\ -1, & \text { else }\end{cases}
$$

i.e. $\sigma_{T, E} \mathbf{n}_{E}$ is the outer normal vector $\left.\mathbf{n}_{T}\right|_{E}$ of $T$ restricted to the edge $E$.

Finally, the tangential vector $\mathbf{t}_{E}$ of an edge $E \in \mathcal{E}$ is chosen orthogonal to $\mathbf{n}_{E}$ in mathematical positive sense. We note that $\sigma_{T, E} \mathbf{t}_{E}$ is the tangential vector $\left.\mathbf{t}_{T}\right|_{E}$ of an element $T \in \mathcal{T}$ restricted to the edge $E$.
2.3. Patches. We recall the definition of the patches which are well-known from finite element analysis. Additionally, we introduce the elementary patch of an edge which is needed for the handling of the hanging nodes in our a posteriori error analysis.

Patch of a Node. For $a \in \mathcal{N}$, the patch is given by

$$
\omega_{a}=\bigcup_{T \in \widetilde{\omega}_{a}} T, \quad \text { where } \quad \widetilde{\omega}_{a}:=\{T \in \mathcal{T} \mid a \subseteq \partial T\} .
$$

Patch of an Edge. For an elementary edge $E \in \mathcal{E} \backslash \mathcal{E}_{H}$, the patch is given by

$$
\omega_{E}:=\bigcup_{T \in \widetilde{\omega}_{E}} T, \quad \text { where } \quad \widetilde{\omega}_{E}:=\{T \in \mathcal{T} \mid E \subseteq \partial T\} .
$$

For a non-elementary edge $E \in \mathcal{E}_{H}$ and $E_{1}, \ldots, E_{n} \in \mathcal{E}^{*}$ with $E=\bigcup_{i=1}^{n} E_{i}$, we define

$$
\omega_{E}:=\bigcup_{T \in \widetilde{\omega}_{E}} T=\bigcup_{i=1}^{n} \omega_{E_{i}}, \quad \text { where } \quad \widetilde{\omega}_{E}:=\bigcup_{i=1}^{n} \widetilde{\omega}_{E_{i}} .
$$

Elementary Patch of an Edge. Let us consider a non-elementary edge $E \in \mathcal{E}_{H}$ and $E_{1}, \ldots, E_{n} \in \mathcal{E}^{*}$ with $E=\bigcup_{i=1}^{n} E_{i}$. Then, there is a unique element $T_{E} \in \mathcal{T}$ with $E \in \mathcal{E}_{T_{E}}$. Moreover, there are unique elements $T_{i} \in \mathcal{T}$ such that $E_{i} \in \mathcal{E}_{T_{i}}$. We denote by $a_{1}, \ldots, a_{n-1} \in$ $\mathcal{N}_{H}$ the hanging nodes, which are on $E$. Moreover, let $a_{0}$ and $a_{n}$ be the nodes of $E$. Without loss of generality, $a_{i-1}, a_{i}$ are the nodes of $E_{i}$, i.e.

$$
E_{i}=\operatorname{conv}\left\{a_{i-1}, a_{i}\right\} .
$$

If $T_{E}=\operatorname{conv}\left\{a_{0}, a_{n}, b\right\}$ is a triangle, we define triangles $\widetilde{T}_{i}:=\operatorname{conv}\left\{a_{i-1}, a_{i}, b\right\}$ and note that

$$
\begin{equation*}
T_{E}=\bigcup_{i=1}^{n} \widetilde{T}_{i} \quad \text { and } \quad \operatorname{int}\left(\widetilde{T}_{i}\right) \cap \operatorname{int}\left(\widetilde{T}_{j}\right)=\emptyset \quad \text { for } i \neq j \tag{2.2}
\end{equation*}
$$

where $\operatorname{int}(\cdot)$ denotes the topological interior of a set. We stress that the triangles $\widetilde{T}_{i}$ cannot be elements of the triangulation $\mathcal{T}$. For $T_{E}$ a rectangle, we can construct rectangles $\widetilde{T}_{i}$ with (2.2). For each of the elementary edges $E_{i}$, we may then define the elementary patch

$$
\omega_{E_{i}}^{*}:=T_{i} \cup \widetilde{T}_{i} \quad \text { and } \quad \widetilde{\omega}_{E_{i}}^{*}:=\left\{T_{i}, \widetilde{T}_{i}\right\} .
$$

So far, we have defined the patch $\omega_{E}^{*}$ for all edges $E \in \mathcal{E}$ which are contained in a nonelementary edge. For the remaining edges $E \in \mathcal{E}$, we define $\omega_{E}^{*}:=\omega_{E}$ and $\widetilde{\omega}_{E}^{*}:=\widetilde{\omega}_{E}$.

Patch of an Element. The patch of an element $T \in \mathcal{T}$ is defined by

$$
\omega_{T}:=\bigcup_{T \in \widetilde{\omega}_{T}} T, \quad \text { where } \quad \widetilde{\omega}_{T}:=\left\{T^{\prime} \in \mathcal{T} \mid T \cap T^{\prime} \in \mathcal{E}\right\} .
$$

2.4. Jump Terms. For $T \in \mathcal{T}, E \subseteq \partial T$, and $\varphi \in H^{1}(T)$, let $\left.\varphi\right|_{E, T}$ denote the trace of $\varphi$ on $E$. Now, let $E \in \mathcal{E}_{E}$ be an interior elementary edge and $T_{E}$ and $T_{W}$ the unique elements with $E=T_{E} \cap T_{W}$. For a $\left\{T_{E}, T_{W}\right\}$-piecewise $H^{1}$ function $\varphi$, the jump of $\varphi$ on $E$ is defined by

$$
\begin{equation*}
\llbracket \varphi \rrbracket_{E}:=\left.\varphi\right|_{E, T_{E}}-\left.\varphi\right|_{E, T_{W}} \tag{2.3}
\end{equation*}
$$

Note that $\llbracket \varphi \rrbracket_{E}=0$ provided $\varphi \in H^{1}\left(T_{E} \cup T_{W}\right)$. Moreover, for a $\left\{T_{E}, T_{W}\right\}$-piecewise polynomial $\varphi$, the jump on $E$ reads

$$
\begin{equation*}
\llbracket \varphi \rrbracket_{E}(x):=\lim _{t \rightarrow 0_{+}} \varphi\left(x+t \mathbf{n}_{E}\right)-\lim _{t \rightarrow 0_{+}} \varphi\left(x-t \mathbf{n}_{E}\right) \quad \text { for all } x \in E . \tag{2.4}
\end{equation*}
$$

For each non-elementary edge $E \in \mathcal{E}_{H}$, we define the jump $\left[\varphi \rrbracket_{E}\right.$ by

$$
\llbracket \varphi \rrbracket_{E}(x):=\llbracket \varphi \rrbracket_{E_{i}}(x) \quad \text { for all } x \in E_{i},
$$

where $E=\bigcup_{i=1}^{n} E_{i}$ with $E_{1}, \ldots, E_{n} \in \mathcal{E}_{E}$.

## 3. Cell-Centered Finite Volume Method

This section summarizes the discretization for the cell-centered Finite Volume Method for our model problem. It specially points out the difference between the approximation of the diffusive flux on an admissible mesh and an almost regular mesh.
3.1. Discretization Ansatz. We integrate the strong form (1.1) over a control volume $T \in \mathcal{T}$ and use the Gauss divergence theorem to obtain

$$
\begin{equation*}
\int_{T} f d x=-\int_{T} \Delta u d x=-\int_{\partial T} \frac{\partial u}{\partial \mathbf{n}_{T}} d s=-\sum_{E \in \mathcal{E}_{T}} \sigma_{T, E} \int_{E} \frac{\partial u}{\partial \mathbf{n}_{E}} d s \quad \text { for all } T \in \mathcal{T} . \tag{3.1}
\end{equation*}
$$

With the diffusive flux $\Phi_{E}^{D}(u)=\int_{E} \partial u / \partial \mathbf{n}_{E} d s$, we get the so-called balance equation

$$
\begin{equation*}
-\sum_{E \in \mathcal{E}_{T}} \sigma_{T, E} \Phi_{E}^{D}(u)=\int_{T} f d x \quad \text { for all } T \in \mathcal{T} \tag{3.2}
\end{equation*}
$$

For the cell-centered finite volume method, one replaces the continuous diffusion flux $\Phi_{E}^{D}(u)$ by a discrete diffusion flux $F_{E}^{D}\left(u_{h}\right)$, which is discussed in Section 3.2. Here, $u_{h} \in \mathcal{P}^{0}(\mathcal{T})$ is a


Figure 3.1. The orthogonality condition for $E \in \mathcal{E}_{E}$ (left) resp. $E \in \mathcal{E}_{D}$ (right) for an admissible mesh in the sense of [11].
piecewise constant approximation of $u$, namely $u_{T}:=\left.u_{h}\right|_{T} \approx u\left(x_{T}\right)$, where $x_{T}$ denotes the center of an element $T \in \mathcal{T}$. The discrete problem thus reads: Find $u_{h} \in \mathcal{P}^{0}(\mathcal{T})$ such that

$$
\begin{equation*}
-\sum_{E \in \mathcal{E}_{T}} \sigma_{T, E} F_{E}^{D}\left(u_{h}\right)=\int_{T} f d x, \quad \text { for all } T \in \mathcal{T} \tag{3.3}
\end{equation*}
$$

3.2. Discretization of Diffusion Flux. Note that $\Phi_{E}^{D}\left(u_{h}\right)=\int_{E} g d s$ is known for a Neumann edge $E \in \mathcal{E}_{N}$. One therefore defines

$$
\begin{equation*}
F_{E}^{D}\left(u_{h}\right):=\Phi_{E}^{D}\left(u_{h}\right)=\int_{E} g d s \quad \text { for } E \in \mathcal{E}_{N} \tag{3.4}
\end{equation*}
$$

Moreover, for a non-elementary edge with $E=\bigcup_{i=1}^{n} E_{i}$ and $E_{i} \in \mathcal{E}_{E}$, there holds $\Phi_{E}^{D}(u)=$ $\sum_{i=1}^{n} \Phi_{E_{i}}^{D}(u)$, which leads to the definition

$$
\begin{equation*}
F_{E}^{D}\left(u_{h}\right):=\sum_{i=1}^{n} F_{E_{i}}^{D}\left(u_{h}\right) \quad \text { for all } \quad E_{1}, \ldots, E_{n} \in \mathcal{E}_{E} \text { and } E=\bigcup_{i=1}^{n} E_{i} \in \mathcal{E}_{H} \tag{3.5}
\end{equation*}
$$

Therefore, it only remains to define $F_{E}^{D}\left(u_{h}\right)$ for $E \in \mathcal{E}_{E} \cup \mathcal{E}_{D}$.
Admissible Meshes. For an admissible mesh in the sense of [11, Definition 9.1], a first order difference scheme leads to

$$
\Phi_{E}^{D}(u) \approx F_{E}^{D}\left(u_{h}\right):= \begin{cases}\frac{u_{T_{E}}-u_{T_{W}}}{\left|x_{T_{E}}-x_{T_{W}}\right|} h_{E}, & \text { if } E \in \mathcal{E}_{E} \text { and } E=T_{W} \cap T_{E}  \tag{3.6}\\ \frac{u_{E_{m}}-u_{T_{W}}}{\left|x_{E_{m}}-x_{T_{W}}\right|} h_{E}, & \text { if } E \in \mathcal{E}_{D} \text { and } E=T_{W} \cap \Gamma_{D}\end{cases}
$$

with $u_{T_{W}}=\left.u_{h}\right|_{T_{W}} \approx u\left(x_{T_{W}}\right)$ and $u_{T_{E}} \approx u\left(x_{T_{E}}\right)$ as well as, for $E \in \mathcal{E}_{D}, u_{E_{m}} \approx u_{D}\left(x_{E_{m}}\right)$.
The admissibility of the mesh $\mathcal{T}$ allows to choose the centers $x_{T}$ for $T \in \mathcal{T}$ in a way that the edges $E=T_{W} \cap T_{E}$ for any $T_{W}, T_{E} \in \mathcal{T}$ are orthogonal to the directions $x_{T_{E}}-x_{T_{W}}$, cf. Figure 3.1. For general meshes, it is not possible to choose the centers $x_{T}$ appropriately, and the approximation (3.6) is not consistent [11].

Remark 3.1. Even if a triangular mesh is admissible in the sense of [11, Definition 9.1], local mesh-refinement is nontrivial: One has to guarantee that all angles are strictly less than $\pi / 2$, i.e. one cannot avoid remeshing of the domain. For rectangular meshes, local mesh-refinement cannot avoid hanging nodes. This, however, contradicts the admissibility condition.


Figure 3.2. The different cases for calculating $u_{a}$ with $a \in \mathcal{N}_{N}$ and $E_{1}, E_{2} \in \mathcal{E}_{N}$.

Diamond Path Method. A possible choice of $F_{E}^{D}\left(u_{h}\right)$ for general meshes is the so-called diamond path method, which has been mathematically analyzed in $[8,9]$ for rectangular meshes with maximum one hanging node per edge. For each node $a \in \mathcal{N}$, we define

$$
u_{a}= \begin{cases}\sum_{T \in \widetilde{\omega}_{a}} \psi_{T}(a) u_{T}, & \text { for all } a \in \mathcal{N}_{F} \cup \mathcal{N}_{H},  \tag{3.7}\\ u_{D}(a), & \text { for all } a \in \mathcal{N}_{D}, \\ \bar{u}_{a}+\bar{g}_{a}, & \text { for all } a \in \mathcal{N}_{N},\end{cases}
$$

for certain weights $\left\{\psi_{T}(a) \mid T \in \mathcal{T}, a \in \mathcal{N}_{T}\right\}$. For details on the computation of the weights, the reader is referred to $[7,8,9,10]$. We stress, that the computation can be done in linear complexity with respect to the number $\# \mathcal{T}$ of elements.
We only remark on the computation of $\bar{u}_{a}$ and $\bar{g}_{a}$ in case of a Neumann node $a \in \mathcal{N}_{N}$, cf. Figure 3.2: To $a \in \mathcal{N}_{N}$ correspond two edges $E_{1}, E_{2} \in \mathcal{E}_{N}$ such that $\{a\}=E_{1} \cap E_{2}$. Let $\mathbf{n}_{j}$ denote the normal vector of $E_{j}$. In case of $\# \widetilde{\omega}_{a}>1$, let $T_{1}, T_{2} \in \widetilde{\omega}_{a}$ with $T_{1} \neq T_{2}$. We define $x_{a}$ as the intersection of the line $\gamma_{1}(s)=a+s\left(\mathbf{n}_{1}+\mathbf{n}_{2}\right) / 2$ and the line $\gamma_{2}(t)=t\left(x_{T_{1}}-x_{T_{2}}\right)$. Moreover, provided $\# \widetilde{\omega}_{a}>2$, we assume that $\left|x_{a}-a\right|$ is minimized over all pairs $T_{1}, T_{2} \in \widetilde{\omega}_{a}$. Then, $\bar{u}_{a} \approx u\left(x_{a}\right)$ is interpolated linearly from $u_{T_{1}}$ and $u_{T_{2}}$,

$$
\bar{u}_{a}=\frac{u_{T_{2}}-u_{T_{1}}}{\left|x_{T_{2}}-x_{T_{1}}\right|}\left|x_{a}-x_{T_{1}}\right|+u_{T_{1}} .
$$

For $\mathbf{n}_{1}=\mathbf{n}_{2}$, we choose

$$
\bar{g}_{a}=\left|x_{a}-a\right|\left(\frac{1}{\left|E_{1}\right|} \int_{E_{1}} g d s+\frac{1}{\left|E_{2}\right|} \int_{E_{2}} g d s\right) / 2
$$

and finally, for $\mathbf{n}_{1} \neq \mathbf{n}_{2}$, we choose

$$
\bar{g}_{a}=\lambda \frac{1}{\left|E_{1}\right|} \int_{E_{1}} g d s+\mu \frac{1}{\left|E_{2}\right|} \int_{E_{2}} g d s
$$

where $\lambda, \mu \in \mathbb{R}$ are calculated from the linear equation $a-x_{a}=\lambda \mathbf{n}_{1}+\mu \mathbf{n}_{2}$. In case $\widetilde{\omega}_{a}=\{T\}$, i.e. $a$ is the node of only one element $T \in \mathcal{T}$, we choose $x_{a}=x_{T}$ and $\bar{u}_{a}=u_{T}$ whereas $\bar{g}_{a}$ is computed as before.

Remark 3.2. Provided $x_{a}=a$, we obtain $a-x_{a}=0, \lambda=\mu=0$, and $\bar{g}_{a}=0$.


Figure 3.3. Diamond Path with domain $\chi_{E}$.
With the notations from Figure 3.3, where $x_{T_{S}}$ and $x_{T_{N}}$ are the starting and end point of $E \in \mathcal{E}_{E} \cup \mathcal{E}_{D}$, we compute $F_{E}^{D}\left(u_{h}\right)$. For an elementary edge $E \in \mathcal{E}_{E}$

$$
\begin{align*}
F_{E}^{D}\left(u_{h}\right):= & h_{E}\left(\frac{u_{T_{E}}-u_{T_{W}}}{d_{E}}-\alpha_{E} \frac{u_{T_{N}}-u_{T_{S}}}{h_{E}}\right)  \tag{3.8}\\
& \text { with } \quad \alpha_{E}=\frac{\left(x_{T_{E}}-x_{T_{W}}\right) \cdot \mathbf{t}_{E}}{\left(x_{T_{E}}-x_{T_{W}}\right) \cdot \mathbf{n}_{E}}, \quad d_{E}=\left(x_{T_{E}}-x_{T_{W}}\right) \cdot \mathbf{n}_{E} .
\end{align*}
$$

Here, the additional unknowns $u_{T_{N}}$ and $u_{T_{S}}$ are located at the nodes $x_{T_{N}}$ and $x_{T_{S}}$ and are computed by (3.7). For a boundary edge $E \in \mathcal{E}_{D}$, we compute $F_{E}^{D}\left(u_{h}\right)$ by (3.8), where $x_{T_{E}}$ is now replaced by the midpoint $x_{E_{m}}$ of $E$ and $u_{T_{E}}$ becomes $u_{D}\left(x_{E_{m}}\right)$.

## 4. Morley Interpolant

Let $u_{h} \in \mathcal{P}^{0}(\mathcal{T})$ be the computed discrete solution. In this section, we define an interpolant $\mathcal{I} u_{h}$ which is appropriate for the a posteriori error analysis. The definition of which is an extension of the definition in [13, Section 5] to the case of hanging nodes and Neumann nodes.

Triangular Morley Element. Let $T=\operatorname{conv}\left\{a_{1}, a_{2}, a_{3}\right\} \subset \mathbb{R}^{2}$ be a non-degenerate triangle with edges $E_{j}=\operatorname{conv}\left\{a_{j}, a_{j+1}\right\}$, where $a_{4}:=a_{1}$. The standard Morley element $\left(T, \mathcal{P}_{T}, \Sigma_{T}\right)$ is given by $\mathcal{P}_{T}=\mathcal{P}_{2}$ and $\Sigma_{T}=\left(S_{1}, \ldots, S_{6}\right)$, where

$$
\begin{equation*}
S_{j}(p)=p\left(a_{j}\right) \quad \text { and } \quad S_{j+3}(p)=\int_{E_{j}} \frac{\partial p}{\partial \mathbf{n}_{T, E_{j}}} d s \quad \text { for } j=1, \ldots, 3 \text { and } p \in \mathcal{P}_{2} \tag{4.1}
\end{equation*}
$$

Note that $S_{j+3}(p)=h_{E_{j}} \partial p\left(m_{j}\right) / \partial \mathbf{n}_{T, E_{j}}$, where $m_{j}:=\left(a_{j}+a_{j+1}\right) / 2$ denotes the midpoint of $E_{j}$, so that this definition is consistent with [4, Section 8.3].

Rectangular Morley Element. Let $T=\operatorname{conv}\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\} \subset \mathbb{R}^{2}$ be a non-degenerate rectangle with edges $E_{j}$. A Morley-type element $\left(T, \mathcal{P}_{T}, \Sigma_{T}\right)$ is then given by $\mathcal{P}_{T}=\mathcal{P}_{2} \oplus$ $\operatorname{span}\left\{x^{3}-3 x y^{2}, y^{3}-3 y x^{2}\right\}$ and $\Sigma_{T}=\left(S_{1}, \ldots, S_{8}\right)$, where

$$
\begin{equation*}
S_{j}(p)=p\left(a_{j}\right) \quad \text { and } \quad S_{j+4}(p)=\int_{E_{j}} \frac{\partial p}{\partial \mathbf{n}_{T, E_{j}}} d s \quad \text { for } j=1, \ldots, 4 \text { and } p \in \mathcal{P} \tag{4.2}
\end{equation*}
$$



Figure 4.1. An almost regular triangulation, where the elementwise and recursive computation of $\mathcal{I} u_{h}$ does not stop.
cf. [13, Section 4.2]. Note that the polynomials $x^{3}-3 x y^{2}$ and $y^{3}-3 y x^{2}$, which enrich the ansatz space, are harmonic.

The Morley Interpolant. In either of the cases, that $T$ is a non-degenerate triangle or rectangle, the Morley element $\left(T, \mathcal{P}_{T}, \Sigma_{T}\right)$ is a nonconforming finite element. The Morley interpolant $\mathcal{I} u_{h}$ satisfies elementwise $\left.\left(\mathcal{I} u_{h}\right)\right|_{T} \in \mathcal{P}_{T}$ for all $T \in \mathcal{T}$ defined by the following properties (4.3)-(4.5): For each free node $a \in \mathcal{N}_{T} \cap \mathcal{N}_{F}$, the value $\mathcal{I} u_{h}(a)$ satisfies

$$
\begin{equation*}
\left.\left(\mathcal{I} u_{h}\right)\right|_{T}(a)=\left.\sum_{T_{a} \in \tilde{\omega}_{a}} \psi_{T_{a}}(a) u_{h}\right|_{T_{a}} . \tag{4.3}
\end{equation*}
$$

where the weights $\psi_{T_{a}}(a)$ are the same as for the computation of $u_{h}$ by use of the diamond cell method. For each boundary node, the value $\mathcal{I} u_{h}(a)$ is prescribed

$$
\left.\left(\mathcal{I} u_{h}\right)\right|_{T}(a)= \begin{cases}u_{D}(a) & \text { for } a \in \mathcal{N}_{T} \cap \mathcal{N}_{D}  \tag{4.4}\\ \bar{u}_{a}+\bar{g}_{a} & \text { for } a \in \mathcal{N}_{T} \cap \mathcal{N}_{N}\end{cases}
$$

where the calculation of $\bar{u}_{a}$ and $\bar{g}_{a}$ was discussed in Section 3. For each hanging node $a \in \mathcal{N}_{T} \cap \mathcal{N}_{H}$, there holds

$$
\begin{equation*}
\left.\left(\mathcal{I} u_{h}\right)\right|_{T}(a)=\left.\left(\mathcal{I} u_{h}\right)\right|_{T_{a}}(a), \tag{4.5}
\end{equation*}
$$

where $T_{a} \in \mathcal{T}$ is the unique element with $a \in \operatorname{int}(E)$ for some (non-elementary) edge $E \in \mathcal{E}_{T_{a}}$. For each edge $E \in \mathcal{E}_{T}$ holds

$$
\begin{equation*}
\int_{E} \frac{\left.\partial\left(\mathcal{I} u_{h}\right)\right|_{T}}{\partial \mathbf{n}_{E}} d s=F_{E}^{D}\left(u_{h}\right) \tag{4.6}
\end{equation*}
$$

where $F_{E}^{D}\left(u_{h}\right)$ is the numerical flux from Section 3.2.
Lemma 4.1. The Morley interpolant $\mathcal{I} u_{h}$ is uniquely defined by (4.3)-(4.6). Moreover, $\mathcal{I} u_{h}$ is continuous in all nodes $a \in \mathcal{N}$ but not globally continuous in $\Omega$.

Proof. For an element $T \in \mathcal{T}$ without hanging nodes, i.e. $\mathcal{N}_{T} \cap \mathcal{N}_{H}=\emptyset$, the interpolant $\left.\left(\mathcal{I} u_{h}\right)\right|_{T}$ is uniquely defined by (4.3)-(4.5) and (4.6) since $\left(T, \mathcal{P}_{T}, \Sigma_{T}\right)$ is a finite element.

Remark 4.1. The computation of $\mathcal{I} u_{h}$ can be performed by solving a large system of linear equations which is coupled through the hanging nodes. However, normally $\mathcal{I} u_{h}$ can be computed locally by solving a $6 \times 6$ (resp. $8 \times 8$ ) system for each element $T \in \mathcal{T}$. For an element $T \in \mathcal{T}$ without hanging nodes, the interpolant $\left.\left(\mathcal{I} u_{h}\right)\right|_{T}$ is uniquely determined by (4.3)-(4.4) and (4.6). For an element with hanging nodes, we have to compute $\left.\left(\mathcal{I} u_{h}\right)\right|_{T_{a}}$ first, cf. (4.5). This leads to a recursive algorithm. Figure 4.1 shows an almost regular triangulation, where the proposed recursion would not stop. Instead, one has to solve a global linear system to compute $\mathcal{I} u_{h}$.

Properties of Morley Interpolant. From the definition of the discrete scheme and the property (4.5), we obtain an additional orthogonality property of $\mathcal{I} u_{h}$.
Lemma 4.2. The residual $R:=f+\Delta\left(\mathcal{I} u_{h}\right)$ is $L^{2}$-orthogonal to $\mathcal{P}^{0}(\mathcal{T})$, i.e.

$$
\begin{equation*}
\int_{T}\left(f+\Delta\left(\mathcal{I} u_{h}\right)\right) d x=0 \quad \text { for all } T \in \mathcal{T} \tag{4.7}
\end{equation*}
$$

In particular, the residual satisfies $R=f-f_{\mathcal{T}}$.
Proof. From integration by parts and the definition of the balance equation (3.2), we infer

$$
\left.\int_{T} \Delta\left(\mathcal{I} u_{h}\right)\right|_{T} d x=\int_{\partial T} \frac{\left.\partial\left(\mathcal{I} u_{h}\right)\right|_{T}}{\partial \mathbf{n}_{T}} d s=\sum_{E \in \mathcal{E}_{T}} \sigma_{T, E} F_{E}^{D}\left(u_{h}\right)=-\int_{T} f(x) d x
$$

where we have used (4.6) in the second equality. In particular, there holds $\left.R_{\mathcal{T}}\right|_{T}:=$ $|T|^{-1} \int_{T} R d x=0$. With $\Delta_{\mathcal{T}}\left(\mathcal{I} u_{h}\right) \in \mathcal{P}^{0}(\mathcal{T})$, we obtain $R=R-R_{\mathcal{T}}=f-f_{\mathcal{T}}$.

According to the definition of $\mathcal{I} u_{h}$ on the Dirichlet and Neumann boundary, namely (4.4) and (4.5), we obtain corresponding orthogonalities.
Lemma 4.3. For boundary edges hold

$$
\begin{equation*}
\int_{E} \frac{\partial\left(u-\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}} d s=0 \quad \text { for all } E \in \mathcal{E}_{D} \tag{4.8}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\int_{E} \frac{\partial\left(u-\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} d s=0 \quad \text { for all } E \in \mathcal{E}_{N} \tag{4.9}
\end{equation*}
$$

Proof. For $E \in \mathcal{E}_{D}$, let $a_{S}$ and $a_{N}$ be the starting and end point of $E$, respectively. Then,

$$
\int_{E} \frac{\partial\left(u-\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}} d s=\left(u-\mathcal{I} u_{h}\right)\left(a_{N}\right)-\left(u-\mathcal{I} u_{h}\right)\left(a_{S}\right)=0
$$

by use of (4.4). To prove (4.9), we use (4.6) and the definition of the finite volume scheme:

$$
\int_{E} \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} d s=F_{E}^{D}\left(u_{h}\right)=\int_{E} g d s
$$

where $g=\partial u / \partial \mathbf{n}$.
Finally, we note some orthogonality relations of the normal and tangential jumps of $\mathcal{I} u_{h}$ which follow again from (4.6) [in combination with (3.5)] and from the nodal values (4.3)(4.5) of $\mathcal{I} u_{h}$.

Lemma 4.4. For the interior edges hold

$$
\begin{equation*}
\int_{E} \llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} \rrbracket d s=0 \quad \text { for all } E \in \mathcal{E}_{0} \cup \mathcal{E}_{H} \tag{4.10}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\int_{E}\left[\frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}}\right] d s=0 \quad \text { for all } E \in \mathcal{E}_{E} \tag{4.11}
\end{equation*}
$$

Proof. We first prove (4.10) for $E \in \mathcal{E}_{H}$. There holds $E=\bigcup_{i=1}^{n} E_{i}$ with $E_{1}, \ldots, E_{n} \in \mathcal{E}^{*}$, $E_{i}=T_{W_{i}} \cap T_{E}$ and $\mathbf{n}_{E}$ shows from element $T_{W_{i}}$ to $T_{E}$. Therefore, the definition (3.5) of the discrete flux on non-elementary edges implies

$$
\int_{E} \llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} \rrbracket d s=\int_{E} \frac{\left.\partial\left(\mathcal{I} u_{h}\right)\right|_{T_{E}}}{\partial \mathbf{n}_{E}} d s-\sum_{i=1}^{n} \int_{E_{i}} \frac{\left.\partial\left(\mathcal{I} u_{h}\right)\right|_{T_{W_{i}}}}{\partial \mathbf{n}_{E}} d s=F_{E}\left(u_{h}\right)-\sum_{i=1}^{n} F_{E_{i}}\left(u_{h}\right)=0 .
$$

For $E \in \mathcal{E}_{0}$, the proof of (4.10) works analogously with $n=1$. To prove (4.11), let $a_{S}$ and $a_{N}$ be the starting and end point of $E \in \mathcal{E}_{E}$, respectively. Note that $\left.\llbracket \mathcal{I} u_{h}\right]_{E}\left(a_{N}\right)=0=$ $\llbracket \mathcal{I} u_{h} \rrbracket_{E}\left(a_{S}\right)$ because of the continuity of $\mathcal{I} u_{h}$ in all nodes. Therefore,

$$
\int_{E} \llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}} \rrbracket d s=\int_{a_{S}}^{a_{N}} \llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}} \rrbracket d s=\llbracket \mathcal{I} u_{h} \rrbracket_{E}\left(a_{N}\right)-\llbracket \mathcal{I} u_{h} \rrbracket_{E}\left(a_{S}\right)=0
$$

which concludes the proof.

## 5. A Posteriori Error Estimate

In this section, we provide a residual-based a posteriori error analysis for the error $u-\mathcal{I} u_{h}$, where $\mathcal{I}$ denotes the Morley interpolant from Section 4. The idea goes back to [13] and is now extended to almost regular triangulations and mixed boundary conditions. The mathematical techniques follow the a posteriori error analysis for nonconforming finite elements. Throughout, $\nabla_{\mathcal{T}}$ and $\Delta_{\mathcal{T}}$ denote the $\mathcal{T}$-piecewise gradient and Laplacian, respectively.
5.1. Residual-Based Error Estimator. For each element $T \in \mathcal{T}$, we define the refinement indicator

$$
\begin{align*}
\eta_{T}^{2}:=h_{T}^{2}\left\|f-f_{\mathcal{T}}\right\|_{L^{2}(T)}^{2} & +\sum_{E \in \mathcal{E}_{T} \cap \mathcal{E}_{E}} h_{E}^{*}\left\|\llbracket \nabla_{\mathcal{T}}\left(\mathcal{I} u_{h}\right) \rrbracket\right\|_{L^{2}(E)}^{2} \\
& +\sum_{E \in \mathcal{E}_{T} \cap \mathcal{E}_{N}} h_{E}\left\|\frac{\partial\left(u-\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}}\right\|_{L^{2}(E)}^{2}+\sum_{E \in \mathcal{E}_{T} \cap \mathcal{E}_{D}} h_{E}\left\|\frac{\partial\left(u-\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}}\right\|_{L^{2}(E)}^{2} \tag{5.1}
\end{align*}
$$

Here, $f_{\mathcal{T}}$ denotes the $\mathcal{T}$-piecewise integral mean, i.e. $\left.f_{\mathcal{T}}\right|_{T}:=|T|^{-1} \int_{T} f d x$. Moreover, the length $h_{E}^{*}$ of an edge $E \in \mathcal{E}^{*}$ is defined by

$$
h_{E}^{*}:= \begin{cases}h_{E^{\prime}} & \text { if } E \subset E^{\prime} \text { for some } E^{\prime} \in \mathcal{E}_{H},  \tag{5.2}\\ h_{E}, & \text { else, i.e. } E \in \mathcal{E}_{0}\end{cases}
$$

The residual-based error estimator is then given by the $\ell_{2}$-sum $\eta=\left(\sum_{T \in \mathcal{T}} \eta_{T}^{2}\right)^{1 / 2}$ of all refinement indicators. In the following sections, we prove that $\eta$ is (up to terms of higher order) a lower and upper bound of the error $\left\|\nabla_{\mathcal{T}}\left(u-\mathcal{I} u_{h}\right)\right\|_{L^{2}(\Omega)}$ in the energy norm.
5.2. Helmholtz Decomposition. To treat mixed boundary conditions instead of homogeneous Dirichlet conditions only, we need an improved Helmholtz decomposition which is recalled for the convenience of the reader. This decomposition is used for the reliability estimate of Section 5.3 only.

Theorem 5.1 ([12, Theorem 3.1]). A function $\Phi \in L^{2}(\Omega)^{2}$ satisfies

$$
\begin{equation*}
\operatorname{div} \Phi=0 \quad \text { and } \quad \int_{\Gamma_{j}} \Phi \cdot \mathbf{n} d s=0 \quad \text { for all connectedness components } \Gamma_{j} \text { of } \Gamma \text {, } \tag{5.3}
\end{equation*}
$$

if and only if there is a function $w \in H^{1}(\Omega)$ such that $\Phi=\operatorname{curl} w$.
Corollary 5.2. Given $\Phi \in L^{2}(\Omega)^{2}$, there are $v, w \in H^{1}(\Omega)$ with $\Phi=\nabla v+\operatorname{curl} w$ such that $\left.v\right|_{\Gamma_{D}}=0$ as well as $\left.w\right|_{\Gamma_{N}}=0$. In particular, there holds

$$
\begin{equation*}
\|\Phi\|_{L^{2}(\Omega)}^{2}=\|\nabla v\|_{L^{2}(\Omega)}^{2}+\|\operatorname{curl} w\|_{L^{2}(\Omega)}^{2} . \tag{5.4}
\end{equation*}
$$

Proof. There is a unique $v \in H_{D}^{1}(\Omega)$ such that

$$
\int_{\Omega} \nabla v \cdot \nabla \phi d x=\int_{\Omega} \Phi \cdot \nabla \phi d x \quad \text { for all } \phi \in H_{D}^{1}(\Omega) .
$$

In particular, $\Psi:=\Phi-\nabla v$ satisfies $\Psi \in H(\operatorname{div} ; \Omega)$ with $\operatorname{div} \Psi=0$ and, moreover,

$$
\int_{\Gamma_{N}} \Psi \cdot \mathbf{n} \phi d s=\int_{\Omega} \Psi \cdot \nabla \phi d x=0 \quad \text { for all } \phi \in H_{D}^{1}(\Omega)
$$

whence $\left.\Psi \cdot \mathbf{n}\right|_{\Gamma_{N}}=0$ almost everywhere. Moreover, the Gauss divergence theorem proves

$$
\int_{\Gamma_{D}} \Psi \cdot \mathbf{n} d s=\int_{\Omega} \operatorname{div} \Psi d x=0
$$

Recall that $\Gamma=\Gamma_{D} \cup \Gamma_{N}$ and the assumption that $\Gamma_{D}$ and $\Gamma_{N}$ are connected. Thus, we may apply Theorem 5.1, which provides $w \in H^{1}(\Omega)$ with $\operatorname{curl} w=\Psi=\Phi-\nabla v$. Note that $0=\operatorname{curl} w \cdot \mathbf{n}=\partial w / \partial \mathbf{t}$ on $\Gamma_{N}$. Since $\Gamma_{N}$ is connected, we infer that $w$ is constant on $\Gamma_{N}$. Subtracting a constant, we may therefore guarantee $\left.w\right|_{\Gamma_{N}}=0$. Finally, an integration by parts yields

$$
\int_{\Omega} \nabla v \cdot \operatorname{curl} w d x=-\int_{\Gamma} \frac{\partial v}{\partial \mathbf{t}} w d s=0
$$

i.e. $\nabla v$ and $\operatorname{curl} w$ are $L^{2}$-orthogonal.

### 5.3. Reliability of Error Estimator.

Theorem 5.3. There is a constant $c_{1}>0$ which depends only on the shape of the elements in $\mathcal{T}$ but neither on the size nor the number of elements such that

$$
\begin{equation*}
\left\|\nabla_{\mathcal{T}}\left(u-\mathcal{I} u_{h}\right)\right\|_{L^{2}(\Omega)} \leq c_{1}\left(\sum_{T \in \mathcal{T}} \eta_{T}^{2}\right)^{1 / 2} \tag{5.5}
\end{equation*}
$$

Proof. To abbreviate notation, we use the symbol $\lesssim$ if an estimate holds up to a multiplicative constant that depends only on the shape of the elements in $\mathcal{T}$. For $e:=u-\mathcal{I} u_{h}$, the Helmholtz decomposition from Corollary 5.2 provides $v \in H^{1}(\Omega)$ and $w \in H^{1}(\Omega)$ such that

$$
\begin{equation*}
\nabla_{\mathcal{T}} e=\nabla v+\operatorname{curl} w \quad \text { and }\left.\quad v\right|_{\Gamma_{D}}=0 \quad \text { as well as }\left.\quad w\right|_{\Gamma_{N}}=0 . \tag{5.6}
\end{equation*}
$$

Moreover, there holds

$$
\begin{equation*}
\|\nabla v\|_{L^{2}(\Omega)}^{2}+\|\operatorname{curl} w\|_{L^{2}(\Omega)}^{2}=\left\|\nabla_{\mathcal{T}} e\right\|_{L^{2}(\Omega)}^{2}=\int_{\Omega} \nabla_{\mathcal{T}} e \cdot \nabla v d x+\int_{\Omega} \nabla_{\mathcal{T}} e \cdot \operatorname{curl} w d x \tag{5.7}
\end{equation*}
$$

We now estimate the two addends on the right-hand side separately. The first term reads

$$
\int_{\Omega} \nabla_{\mathcal{T}} e \cdot \nabla v d x=\sum_{T \in \mathcal{T}} \int_{T} R v d x+\int_{\Gamma_{N}} g v d s-\sum_{T \in \mathcal{T}} \int_{\partial T} \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{T}} v d s
$$

according to elementwise integration by parts and the definition of the residual $R:=f+$ $\Delta_{\mathcal{T}}\left(\mathcal{I} u_{h}\right)$. We now consider the sum over the boundary integrals, namely

$$
\sum_{T \in \mathcal{T}} \int_{\partial T} \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{T}} v d s=\sum_{T \in \mathcal{T}} \sum_{E \in \mathcal{E}_{T}} \sigma_{T, E} \int_{E} \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} v d s
$$

For $E \in \mathcal{E}_{D}$, the boundary integral vanishes due to $\left.v\right|_{\Gamma_{D}}=0$. The Neumann edges $E \in \mathcal{E}_{N}$ are combined with the boundary integral $\int_{\Gamma_{N}} g d s$. Each edge $E \in \mathcal{E}_{0}$ appears twice for associated elements $T_{W}$ and $T_{E}$, respectively. The normal vectors $\sigma_{T_{W}, E} \mathbf{n}_{E}$ and $\sigma_{T_{E}, E} \mathbf{n}_{E}$ only differ in the sign so that we obtain the jump of the normal derivative on $E$. For a nonelementary edge $E \in \mathcal{E}_{H}$ with $E=\bigcup_{i=1}^{n} E_{i}$ and $E_{i} \in \mathcal{E}_{E}$, both, $E$ as well as the elementary edges $E_{i}$ appear only once in the sum. Similarly to the prior arguments we are led to the jump of the normal derivative on $E$, where we make use of $\mathbf{n}_{E}=-\mathbf{n}_{E_{i}}$ for all $i=1, \ldots, n$. Altogether, we obtain

$$
\begin{aligned}
& \int_{\Omega} \nabla_{\mathcal{T}} e \cdot \nabla v d x=\sum_{T \in \mathcal{T}} \int_{T} R v d x-\sum_{E \in \mathcal{E}_{0} \cup \mathcal{E}_{H}} \int_{E} \llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} \rrbracket v d s+\sum_{E \in \mathcal{E}_{N}} \int_{E}\left(g-\frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}}\right) v d s \\
& \quad=\sum_{T \in \mathcal{T}} \int_{T} R\left(v-v_{T}\right) d x-\sum_{E \in \mathcal{E}_{0} \cup \mathcal{E}_{H}} \int_{E} \llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} \rrbracket\left(v-v_{E}\right) d s+\sum_{E \in \mathcal{E}_{N}} \int_{E} \frac{\partial e}{\partial \mathbf{n}_{E}}\left(v-v_{E}\right) d s,
\end{aligned}
$$

where we have applied the orthogonalities (4.7), (4.9), and (4.10) for the integral means $v_{T}=|T|^{-1} \int_{T} v d x$ and $v_{E}:=h_{E}^{-1} \int_{E} v d s$, respectively. We now apply the Cauchy inequality combined with a Poincaré inequality $\left\|v-v_{T}\right\|_{L^{2}(T)} \lesssim h_{T}\|\nabla v\|_{L^{2}(T)}$ for the first sum and a trace inequality $\left\|v-v_{E}\right\|_{L^{2}(E)} \lesssim h_{E}^{1 / 2}\|\nabla v\|_{\substack{L^{2}\left(T_{E}\right) \\ 14}}$ for the remaining sums, where $T_{E} \in \mathcal{T}$ is
an arbitrary element with $E \in \mathcal{E}_{T_{E}}$. This leads to

$$
\begin{aligned}
\int_{\Omega} \nabla_{\mathcal{T}} e \cdot \nabla v d x \lesssim & \left(\sum_{T \in \mathcal{T}} h_{T}^{2}\|R\|_{L^{2}(T)}^{2}\right)^{1 / 2}\left(\sum_{T \in \mathcal{T}}\|\nabla v\|_{L^{2}(T)}^{2}\right)^{1 / 2} \\
& \left.+\left(\sum_{E \in \mathcal{E}_{0} \cup \mathcal{E}_{H}} h_{E} \| \llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}}\right] \|_{L^{2}(E)}^{2}\right)^{1 / 2}\left(\sum_{E \in \mathcal{E}_{0} \cup \mathcal{E}_{H}}\|\nabla v\|_{L^{2}\left(T_{E}\right)}^{2}\right)^{1 / 2} \\
& +\left(\sum_{E \in \mathcal{E}_{N}} h_{E}\left\|\frac{\partial e}{\partial \mathbf{n}_{E}}\right\|_{L^{2}(E)}^{2}\right)^{1 / 2}\left(\sum_{E \in \mathcal{E}_{N}}\|\nabla v\|_{L^{2}\left(T_{E}\right)}^{2}\right)^{1 / 2} \\
\lesssim & {\left[\left(\sum_{T \in \mathcal{T}} h_{T}^{2}\|R\|_{L^{2}(T)}^{2}\right)^{1 / 2}+\left(\sum_{E \in \mathcal{E}_{E}} h_{E}^{*}\| \| \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} \rrbracket \|_{L^{2}(E)}^{2}\right)^{1 / 2}\right.} \\
& \left.+\left(\sum_{E \in \mathcal{E}_{N}} h_{E}\left\|\frac{\partial e}{\partial \mathbf{n}_{E}}\right\|_{L^{2}(E)}^{2}\right)^{1 / 2}\right]\|\nabla v\|_{L^{2}(\Omega)}
\end{aligned}
$$

For the second integral in (5.7), we proceed in the same manner: Elementwise integration by parts yields

$$
\int_{\Omega} \nabla_{\mathcal{T}} e \cdot \operatorname{curl} w d x=-\sum_{T \in \mathcal{T}} \int_{\partial T} \frac{\partial e}{\partial \mathbf{t}_{T}} w d s=-\sum_{T \in \mathcal{T}} \sum_{E \in \mathcal{E}_{T} \backslash \mathcal{E}_{N}} \sigma_{T, E} \int_{E} \frac{\partial e}{\partial \mathbf{t}_{E}} w d s
$$

since $\left.w\right|_{\Gamma_{N}}=0$. Treating the interior edges as before, we obtain

$$
\sum_{T \in \mathcal{T}} \sum_{E \in \mathcal{E}_{T}} \sigma_{T, E} \int_{E} \frac{\partial e}{\partial \mathbf{t}_{E}} w d s=\sum_{E \in \mathcal{E}_{E}} \int_{E}\left[\frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}} \rrbracket w d s+\sum_{E \in \mathcal{E}_{D}} \int_{E} \frac{\partial e}{\partial \mathbf{t}_{E}} w d s\right.
$$

where we have used that, for an interior edge $E$, the tangential jump of an $H^{1}$-function vanishes, i.e. $\llbracket \partial u / \partial \mathbf{t}_{E} \rrbracket_{E}=0$. With the orthogonalities (4.11) and (4.8), we prove

$$
\int_{\Omega} \nabla_{\mathcal{T}} e \cdot \operatorname{curl} w d x=-\sum_{E \in \mathcal{E}_{E}} \int_{E} \llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}} \rrbracket\left(w-w_{E}\right) d s-\sum_{E \in \mathcal{E}_{D}} \int_{E} \frac{\partial e}{\partial \mathbf{t}_{E}}\left(w-w_{E}\right) d s
$$

for the integral mean $w_{E}:=h_{E}^{-1} \int_{E} w d s$. As before, the application of the Cauchy inequality and the trace inequality yield

$$
\begin{equation*}
\int_{\Omega} \nabla_{\mathcal{T}} e \cdot \operatorname{curl} w d x \lesssim\left[\sum_{E \in \mathcal{E}_{E}} h_{E}^{*}\left\|\llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}} \rrbracket\right\|_{L^{2}(E)}^{2}+\sum_{E \in \mathcal{E}_{D}} h_{E}\left\|\frac{\partial e}{\partial \mathbf{t}_{E}}\right\|_{L^{2}(E)}^{2}\right]^{1 / 2}\|\nabla w\|_{L^{2}(\Omega)} . \tag{5.9}
\end{equation*}
$$

If we finally combine (5.7)-(5.9), we prove

$$
\begin{aligned}
\left\|\nabla_{\mathcal{T}} e\right\|_{L^{2}(\Omega)} \lesssim[ & \sum_{T \in \mathcal{T}} h_{T}^{2}\|R\|_{L^{2}(T)}^{2}+\sum_{E \in \mathcal{E}_{E}} h_{E}^{*}\left\|\left[\nabla \mathcal{I} u_{h}\right]\right\|_{L^{2}(E)}^{2} \\
& \left.+\sum_{E \in \mathcal{E}_{N}} h_{E}\left\|\frac{\partial e}{\partial \mathbf{n}_{E}}\right\|_{L^{2}(E)}^{2}+\sum_{E \in \mathcal{E}_{D}} h_{E}\left\|\frac{\partial e}{\partial \mathbf{t}_{E}}\right\|_{L^{2}(E)}^{2}\right]^{1 / 2}
\end{aligned}
$$

where we have used that $\left\{\mathbf{t}_{E}, \mathbf{n}_{E}\right\}$ is an orthonormal basis of $\mathbb{R}^{2}$ and that $\|\nabla v\|_{L^{2}} \leq\left\|\nabla_{\mathcal{T}} e\right\|_{L^{2}}$ as well as $\|\nabla w\|_{L^{2}}=\|\operatorname{curl} w\|_{L^{2}} \leq\left\|\nabla_{\mathcal{T}} e\right\|_{L^{2}}$. This and $R=f-f_{\mathcal{T}}$ conclude the proof.

(a) Almost regular triangulation.

(b) Bubble function $b_{E}$ on $E \in \mathcal{E}_{0}$.

(c) Bubble function $b_{E}$ on $E \in \mathcal{E}_{E} \backslash \mathcal{E}_{0}$.

(d) Bubble function $b_{E}$ on a boundary edge.

Figure 5.1. The different types of the edge-bubble functions on an almost regular triangulation.
5.4. Bubble Functions and Edge Lifting Operator. The elementary edge patch is defined in a way that it belongs to a locally regular triangulation. Therefore, for $E \in \mathcal{E}^{*}$, we may adopt the notation of the edge-bubble functions and the edge lifting operator from the literature $[3,15]$.

Lemma 5.4. For each edge $E \in \mathcal{E}_{E} \cup \mathcal{E}_{D} \cup \mathcal{E}_{N}$, there is a $\widetilde{\omega}_{E}^{*}$-piecewise polynomial bubble function $b_{E} \in H^{1}\left(\omega_{E}^{*}\right)$ with $0 \leq b_{E} \leq 1$ such that, for all $w \in \mathcal{P}^{p}(E)$, there holds

$$
\begin{equation*}
c_{2}\|w\|_{L^{2}(E)} \leq\left\|w b_{E}\right\|_{L^{2}(E)} \leq\|w\|_{L^{2}(E)} . \tag{5.10}
\end{equation*}
$$

The constant $c_{2}>0$ depends only on the shape of the elements of $\mathcal{T}$ and the polynomial degree $p$. Moreover, for $E \in \mathcal{E}^{*}$, the bubble function satisfies $b_{E} \in H_{0}^{1}\left(\omega_{E}^{*}\right)$, whereas for a boundary edge $E \in \mathcal{E}_{D} \cup \mathcal{E}_{N}$, there holds $\left.b_{E}\right|_{\partial \omega_{E}^{*} \backslash E}=0$.
Lemma 5.5. For each edge $E \in \mathcal{E}_{E} \cup \mathcal{E}_{D} \cup \mathcal{E}_{N}$, there is a lifting operator $F_{\mathrm{ext}}: \mathcal{P}^{p}(E) \rightarrow$ $H^{1}\left(\omega_{E}^{*}\right)$ such that $\left.F_{\text {ext }}(w)\right|_{E}=w$, for $w \in \mathcal{P}^{p}(E)$, as well as

$$
\begin{equation*}
c_{3} h_{E}^{1 / 2}\|w\|_{L^{2}(E)} \leq\left\|F_{\mathrm{ext}}(w) b_{E}\right\|_{L^{2}\left(\omega_{E}^{*}\right)} \leq c_{4} h_{E}^{1 / 2}\|w\|_{L^{2}(E)} \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\nabla\left(F_{\mathrm{ext}}(w) b_{E}\right)\right\|_{L^{2}\left(\omega_{E}^{*}\right)} \leq c_{5} h_{E}^{-1 / 2}\|w\|_{L^{2}(E)} \tag{5.12}
\end{equation*}
$$

The constants $c_{3}, c_{4}, c_{5}>0$ depend only on the shape of the elements in $\mathcal{T}$ and the polynomial degree $p$. Here, $b_{E}$ denotes the bubble function from Lemma 5.4.
5.5. Local Efficiency of Error Estimator. To prove efficiency of the proposed error estimator, we need to control the constant $c_{6}>0$ in the estimate $h_{E} \leq h_{E}^{*} \leq c_{6} h_{E}$ uniformly for all $E \in \mathcal{E}^{*}$.

Theorem 5.6. There is a constant $c_{7}>0$ which depends only on $c_{6}$ and the shape of the elements in $\mathcal{T}$ but neither on the size nor the number of elements such that

$$
\begin{equation*}
\eta_{T}^{2} \leq c_{7}\left(\left\|\nabla_{\mathcal{T}}\left(u-\mathcal{I} u_{h}\right)\right\|_{L^{2}\left(\omega_{T}\right)}^{2}+h_{T}^{2}\left\|f-f_{\mathcal{T}}\right\|_{L^{2}\left(\omega_{T}\right)}^{2}\right), \quad \text { for all } T \in \mathcal{T} . \tag{5.13}
\end{equation*}
$$

We split the proof into 4 claims which dominate the different edge contributions of $\eta_{T}^{2}$ separately. Throughout the proofs, we adopt the foregoing notations for $e=u-\mathcal{I} u_{h}$, $R=f+\Delta_{\mathcal{T}}\left(\mathcal{I} u_{h}\right)$ and $\lesssim$.

Claim 1. There holds $h_{E}\left\|\llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} \rrbracket\right\|_{L^{2}(E)}^{2} \lesssim\left\|\nabla_{\mathcal{T}} e\right\|_{L^{2}\left(\omega_{E}^{*}\right)}^{2}+h_{E}^{2}\|R\|_{L^{2}\left(\omega_{E}^{*}\right)}^{2}$ for each $E \in \mathcal{E}_{E}$.

Proof. We first stress that $u \in H^{1}(\Omega)$ implies $\llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} \rrbracket_{E}=-\llbracket \frac{\partial e}{\partial \mathbf{n}_{E}} \rrbracket_{E}$. With $b_{E} \in H_{0}^{1}\left(\omega_{E}^{*}\right)$ the corresponding edge-bubble function, we may define

$$
v:=F_{\mathrm{ext}}\left(\left[\frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}}\right]_{E}\right) b_{E} \in H_{0}^{1}\left(\omega_{E}^{*}\right)
$$

Note that

$$
\|\left[\frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} \rrbracket \|_{L^{2}(E)}^{2} \lesssim \int_{E} \llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} \rrbracket^{2} b_{E} d s=\int_{E} \llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}}\right]_{E} v d s
$$

We rewrite the right-hand side and use integration by parts to prove

$$
\int_{E} \llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} \rrbracket_{E} v d x=-\sum_{T \in \tilde{\omega}_{E}^{*}} \int_{\partial T} \frac{\partial e}{\partial \mathbf{n}_{T}} v d y=-\sum_{T \in \tilde{\omega}_{E}^{*}}\left(\int_{T} \nabla e \cdot \nabla v d x-\int_{T} R v d x\right) .
$$

With the help of (5.11)-(5.12), the Cauchy inequality proves

$$
\left\|\llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} \rrbracket\right\|_{L^{2}(E)}^{2} \lesssim\left(h_{E}^{-1}\left\|\nabla_{\mathcal{T}} e\right\|_{L^{2}\left(\omega_{E}^{*}\right)}^{2}+h_{E}\|R\|_{L^{2}\left(\omega_{E}^{*}\right)}^{2}\right)^{1 / 2}\left\|\llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{n}_{E}} \rrbracket\right\|_{L^{2}(E)} .
$$

Claim 2. There holds $h_{E}\left\|\llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}} \rrbracket\right\|_{L^{2}(E)}^{2} \lesssim\left\|\nabla_{\mathcal{T}} e\right\|_{L^{2}\left(\omega_{E}^{*}\right)}^{2}$ for each $E \in \mathcal{E}_{E}$.
Proof. With $b_{E} \in H_{0}^{1}\left(\omega_{E}^{*}\right)$ the corresponding edge-bubble function, we observe

$$
\|\left[\frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}} \rrbracket \|_{L^{2}(E)}^{2} \lesssim \int_{E} \llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}} \rrbracket v d s \quad \text { with } \quad v:=F_{\mathrm{ext}}\left(\left[\frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}} \rrbracket_{E}\right) b_{E} \in H_{0}^{1}\left(\omega_{E}^{*}\right) .\right.\right.
$$

As before, we rewrite the right-hand side and use integration by parts to prove

$$
\int_{E} \llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}} \rrbracket v d s=\sum_{T \in \tilde{\omega}_{E}^{*}} \int_{\partial T} \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{T}} v d x=-\sum_{T \in \tilde{\omega}_{E}^{*}} \int_{T} \nabla\left(\mathcal{I} u_{h}\right) \cdot \operatorname{curl} v d x .
$$

Together with $\int_{\omega_{E}^{*}} \nabla u \cdot \operatorname{curl} v d x=0$ and (5.12), we obtain

$$
\begin{aligned}
\left\|\llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}} \rrbracket\right\|_{L^{2}(E)}^{2} \lesssim \int_{\omega_{E}^{*}} \nabla_{\mathcal{T}} e \cdot \operatorname{curl} v d x & \leq\left\|\nabla_{\mathcal{T}} e\right\|_{L^{2}\left(\omega_{E}^{*}\right)}\|\nabla v\|_{L^{2}\left(\omega_{E}^{*}\right)} \\
& \lesssim h_{E}^{-1 / 2}\left\|\nabla_{\mathcal{T}} e\right\|_{L^{2}\left(\omega_{E}^{*}\right)}\left\|\llbracket \frac{\partial\left(\mathcal{I} u_{h}\right)}{\partial \mathbf{t}_{E}} \rrbracket\right\|_{L^{2}(E)},
\end{aligned}
$$

where we used $\|\operatorname{curl} v\|_{L^{2}}=\|\nabla v\|_{L^{2}}$.
Claim 3. For $E \in \mathcal{E}_{D}$, there holds $h_{E}\left\|\frac{\partial e}{\partial \mathbf{t}_{E}}\right\|_{L^{2}(E)}^{2} \lesssim\|\nabla e\|_{L^{2}(T)}^{2}$.
Proof. For $E \in \mathcal{E}_{D}$, there is a unique element $\omega_{E}=T \in \mathcal{T}$ with $E \in \mathcal{E}_{T}$. The corresponding edge-bubble function $b_{E} \in H^{1}(T)$ satisfies $\left.b_{E}\right|_{\partial T \backslash E}=0$. We consider

$$
v:=F_{\mathrm{ext}}\left(\frac{\partial e}{\partial \mathbf{t}_{E}}\right) b_{E} \in H^{1}(T)
$$

and note that $\left.v\right|_{\partial T \backslash E}=0$ as well as $\left.\mathbf{t}_{T}\right|_{E}=\mathbf{t}_{E}$. Therefore,

$$
\left\|\frac{\partial e}{\partial \mathbf{t}_{E}}\right\|_{L^{2}(E)}^{2} \lesssim \int_{E} \frac{\partial e}{\partial \mathbf{t}_{E}} v d s=\int_{\partial T} \frac{\partial e}{\partial \mathbf{t}_{T}} v d s=-\int_{T} \nabla e \cdot \operatorname{curl} v d x
$$

The application of the Cauchy inequality together with (5.12) yields

$$
-\int_{T} \nabla e \cdot \operatorname{curl} v d x \leq h_{E}^{-1 / 2}\|\nabla e\|_{L^{2}(T)}\left\|\frac{\partial e}{\partial \mathbf{t}_{E}}\right\|_{L^{2}(E)}
$$

which concludes the proof.
Claim 4. For $E \in \mathcal{E}_{N}$, holds $h_{E}\left\|\frac{\partial e}{\partial \mathbf{n}_{E}}\right\|_{L^{2}(E)}^{2} \lesssim\|\nabla e\|_{L^{2}(T)}^{2}+h_{E}^{2}\|R\|_{L^{2}(T)}^{2}$.
Proof. As in Claim 3, let $T \in \mathcal{T}$ be the unique element with $\omega_{E}=T$ for a fixed edge $E \in \mathcal{E}_{N}$ and let $b_{E} \in H^{1}(T)$ be the associated edge bubble function. With

$$
v:=F_{\mathrm{ext}}\left(\frac{\partial e}{\partial \mathbf{n}_{E}}\right) b_{E} \in H^{1}(T)
$$

and integration by parts, there holds

$$
\left\|\frac{\partial e}{\partial \mathbf{n}_{E}}\right\|_{L^{2}(E)}^{2} \lesssim \int_{\partial T} \frac{\partial e}{\partial \mathbf{n}_{T}} v d s=\int_{T} \nabla e \cdot \nabla v d x-\int_{T} R v d x .
$$

The proof now follows as in Claim 1.
Proof of Theorem 5.6. According to Claim 1 and 2, there holds

$$
\begin{aligned}
\sum_{E \in \mathcal{E}_{T} \cap \mathcal{E}_{E}} h_{E}^{*}\left\|\llbracket \nabla_{\mathcal{T}}\left(\mathcal{I} u_{h}\right) \rrbracket\right\|_{L^{2}(E)}^{2} & \lesssim \sum_{E \in \mathcal{E}_{T} \cap \mathcal{E}_{E}}\left(\left\|\nabla_{\mathcal{T}} e\right\|_{L^{2}\left(\omega_{E}^{*}\right)}^{2}+h_{E}^{2}\|R\|_{L^{2}\left(\omega_{E}^{*}\right)}^{2}\right) \\
& \lesssim\left\|\nabla_{\mathcal{T}} e\right\|_{L^{2}\left(\omega_{T}\right)}^{2}+h_{E}^{2}\|R\|_{L^{2}\left(\omega_{T}\right)}^{2} .
\end{aligned}
$$

With Claim 3, there holds

$$
\sum_{E \in \mathcal{E}_{T} \cap \mathcal{E}_{D}} h_{E}\left\|\frac{\partial e}{\partial \mathbf{t}_{E}}\right\|_{L^{2}(E)}^{2} \lesssim \sum_{E \in \mathcal{E}_{T} \cap \mathcal{E}_{D}}\|\nabla e\|_{L^{2}(T)}^{2} \leq 4\|\nabla e\|_{L^{2}(T)}^{2}
$$

With Claim 4, there holds

$$
\begin{aligned}
\sum_{E \in \mathcal{E}_{T} \cap \mathcal{E}_{N}} h_{E}\left\|\frac{\partial e}{\partial \mathbf{n}_{E}}\right\|_{L^{2}(E)}^{2} & \lesssim \sum_{E \in \mathcal{E}_{T^{\prime} \cap \mathcal{E}_{N}}}\left(\|\nabla e\|_{L^{2}(T)}^{2}+h_{E}^{2}\|R\|_{L^{2}(T)}^{2}\right) \\
& \leq 4\left(\|\nabla e\|_{L^{2}(T)}^{2}+h_{E}^{2}\|R\|_{L^{2}(T)}^{2}\right)
\end{aligned}
$$

Finally, this and $R=f-f_{\mathcal{T}}$ prove (5.13).

## 6. Numerical Experiments

In this section, we study the accuracy of the derived a posteriori error estimate from Section 5 as well as the performance of an adaptive mesh-refining algorithm which is steered by the local refinement indicators $\eta_{T}$ from (5.1). All computations are done in Matlab. Throughout, we run the following standard algorithm, where we use $\theta=0$ for uniform and $\theta=0.5$ for adaptive mesh-refinement, respectively.
Algorithm 6.1. Given an initial mesh $\mathcal{T}^{(0)}$, $k=0$, and $0 \leq \theta \leq 1$, do the following:
(1) Compute the discrete solution $u_{h} \in \mathcal{P}^{0}\left(\mathcal{T}^{(k)}\right)$ for the current mesh $\mathcal{T}^{(k)}=\left\{T_{1}, \ldots, T_{N}\right\}$.
(2) Compute the Morley interpolant $\mathcal{I} u_{h}$.
(3) Compute the refinement indicators $\eta_{T_{j}}$ for all elements $T_{j} \in \mathcal{T}^{(k)}$.
(4) Mark element $T_{j}$ provided that $\eta_{T_{j}}$ satisfies $\eta_{T_{j}} \geq \theta \max \left\{\eta_{T_{1}}, \ldots, \eta_{T_{N}}\right\}$.


Figure 6.1. To bound the constant $c_{6}$ which enters the efficiency estimate of Theorem 5.6, we only allow one hanging node per edge: If in configuration (a) the element $T_{2}$ is marked for refinement, we mark element $T_{1}$ for refinement as well. This leads to configuration (c) instead of (b) after refinement.



Figure 6.2. A priori computed weights $\psi_{T}$ for the special mesh of squares with at most one hanging node per edge.
(5) Refine all marked elements $T_{j} \in \mathcal{T}^{(k)}$ and generate a new mesh $\mathcal{T}^{(k+1)}$.
(6) Update $k \mapsto k+1$ and go to (1).

In all experiments, the initial mesh $\mathcal{T}^{(0)}$ is a uniform and regular triangulation, where all of the elements are either triangles or squares. In case of triangular elements, we use a red-green-blue strategy to obtain $\mathcal{T}^{(k+1)}$ from $\mathcal{T}^{(k)}$, i.e. marked elements are uniformly refined and the obtained mesh is regularized by a green-blue closure [15]. In case of square elements, a marked element is uniformly refined, and we allow hanging nodes. However, we do some additional marking to ensure the following assumption.

Assumption 1. For all almost regular meshes consisting of squares, there is at most one step of refinement between two neighbouring cells, cf. Figure 6.1.

Note that under this assumption, there are only 7 possible geometrical configurations for triangulations with square elements. This allows the a priori computation of the weights $\psi_{T}(a)$ in (3.7) and (4.3) which is shown in Figure 6.2.


Figure 6.3. Domain $\Omega=(0,1)^{2}$ as well as Dirichlet and Neumann boundary conditions in Example 6.1. The initial mesh $\mathcal{T}^{(0)}$ consists of four squares (left) and four triangles (right), respectively.

Throughout, we compute and compare the following numerical quantities for uniform and adaptive mesh-refinement: First, the Morley error

$$
\begin{equation*}
E_{\mathcal{I}}:=\left\|\nabla_{\mathcal{T}}\left(u-\mathcal{I} u_{h}\right)\right\|_{L^{2}(\Omega)} \tag{6.1}
\end{equation*}
$$

where $\mathcal{I}$ denotes the Morley interpolant. Second, the corresponding residual-based error estimator

$$
\begin{equation*}
\eta:=\left(\sum_{T \in \mathcal{T}} \eta_{T}^{2}\right)^{1 / 2} \tag{6.2}
\end{equation*}
$$

where $\eta_{T}$ are the refinement indicators of (5.1). Finally, the discretization error in the discrete $H^{1}$-norm

$$
\begin{equation*}
E_{h}:=\left\|u-u_{h}\right\|_{1, h}:=\left(\left\|u-u_{h}\right\|_{L^{2}(\Omega)}^{2}+\left|u_{\mathcal{T}}-u_{h}\right|_{1, h}^{2}\right)^{1 / 2} \tag{6.3}
\end{equation*}
$$

where $u_{\mathcal{T}} \in \mathcal{P}^{0}(\mathcal{T})$ is the $\mathcal{T}$-piecewise integral mean of $u$, i.e. $\left.u_{\mathcal{T}}\right|_{T}=|T|^{-1} \int_{T} u d x$, and where the discrete $H^{1}$-seminorm is defined by

$$
\left|v_{h}\right|_{1, h}=\left(\sum_{E \in \mathcal{E}_{E} \cup \mathcal{E}_{D}}\left|\frac{v_{T_{E}}-v_{T_{W}}}{d_{E}}\right|^{2} h_{E} d_{E}\right)^{1 / 2}
$$

for any $\mathcal{T}$-piecewise constant function $v_{h} \in \mathcal{P}^{0}(\mathcal{T})$. According to [9], the diamond path method satisfies $E_{h}=\mathcal{O}(h)$ with $h=\max _{T \in \mathcal{T}} h_{T}$ provided that $u \in H^{2}(\Omega)$. We stress that this, however, is only proven for locally refined Cartesian meshes, i.e. meshes consisting of rectangular elements with at most one hanging node per edge. In case of triangular meshes, the proof still seems to be open.
6.1. Example with Smooth Solution. We consider the Laplace problem (1.1) on the unit square $\Omega=(0,1)^{2}$ with prescribed exact solution

$$
\begin{equation*}
u(x, y)=\sinh (\pi x) \cos (\pi y) \quad \text { for }(x, y) \in \Omega \tag{6.4}
\end{equation*}
$$

Note that $u$ is smooth and satisfies $f:=\Delta u=0$ so that the data oscillation term $\| h(f-$ $\left.f_{\mathcal{T}}\right) \|_{L^{2}(\Omega)}$ of the error estimator $\eta$ vanishes. We consider mixed boundary conditions, where


Figure 6.4. $\mathcal{T}$-piecewise constant solutions $u_{h}$ in Example 6.1 with respect to adaptively generated meshes $\mathcal{T}^{(10)}$ consisting of $\# \mathcal{T}^{(10)}=706$ squares (left) and $\# \mathcal{T}^{(10)}=3967$ triangles (right), respectively.
the Dirichlet and Neumann data on

$$
\begin{equation*}
\Gamma_{D}=\{1\} \times[0,1] \cup[0,1] \times\{1\} \quad \text { and } \quad \Gamma_{N}=(0,1) \times\{0\} \cup\{0\} \times(0,1) \tag{6.5}
\end{equation*}
$$

are computed from the given exact solution. The initial mesh $\mathcal{T}^{(0)}$ consists of either 4 squares or 4 triangles, cf. Figure 6.3.

Figure 6.5 shows the curves of the errors $E_{\mathcal{I}}=\left\|\nabla_{\mathcal{T}}\left(u-\mathcal{I} u_{h}\right)\right\|_{L^{2}(\Omega)}$ and $E_{h}=\left\|u-u_{h}\right\|_{1, h}$ as well as the curve of the error estimator $\eta$ with respect to uniform and adaptive meshrefinement. We plot the experimental results over the number of elements, where both axes are scaled logarithmically. Therefore, a straight line $g$ with slope $-\alpha$ corresponds to a dependence $g=\mathcal{O}\left(N^{-\alpha}\right)$, where $N=\# \mathcal{T}$ denotes the number of elements. Note that, for uniform mesh-refinement the order $\mathcal{O}\left(N^{-\alpha}\right)$ with respect to $N$ corresponds to $\mathcal{O}\left(h^{2 \alpha}\right)$ with respect to the maximal mesh-size $h:=\max _{T \in \mathcal{T}} h_{T}$.

Because of $u \in H^{2}(\Omega)$, theory predicts the optimal order of convergence $E_{h}=\mathcal{O}\left(N^{-1 / 2}\right)$ in case of uniform mesh-refinement and square elements. This is, in fact, observed. Moreover, in case of square elements, the curves of $E_{h}$ for uniform and adaptive mesh-refinement almost coincide. However, the adaptive algorithm does not lead to uniformly refined meshes. Instead, the adaptive meshes plotted in Figure 6.6 show a certain refinement towards the edge $x=1$ since the gradient of $u(x, y)$ is increasing with $x \rightarrow 1$, cf. Figure 6.4 , where we visualize some computed discrete solutions $u_{h}$. Although the Dirichlet and Neumann boundary are not chosen symmetrically, the adaptive meshes appear to be almost symmetric with respect to the line $y=1 / 2$, which corresponds to the symmetry $|\nabla u(x, 1 / 2-y)|=|\nabla u(x, 1 / 2+y)|$ of the exact solution.

For triangular elements, we observe the order $\mathcal{O}\left(N^{-1 / 2}\right)$ for both uniform and adaptive mesh-refinement. However, the absolute values of $E_{h}$ are better in case of uniform meshrefinement. As in case of rectangular elements, we observe a certain refinement of the adaptively generated meshes towards the right edge $x=1$ in Figure 6.7, and again they are almost symmetric related to the line $y=1 / 2$.

For the Morley error $E_{\mathcal{I}}$ and uniform mesh-refinement, we experimentally observe some superconvergence of order $3 / 4$ for both square and triangular elements in Figure 6.5. This superconvergence is destroyed by use of adaptive mesh-refinement, where we only observe a convergence order $1 / 2$. Independently of the mesh-refining strategy and the type of elements,


Figure 6.5. Morley error $E_{\mathcal{I}}=\left\|\nabla_{\mathcal{T}}\left(u-\mathcal{I} u_{h}\right)\right\|_{L^{2}(\Omega)}$ and corresponding error estimator $\eta$ as well as energy error $E_{h}=\left\|u-u_{h}\right\|_{1, h}$ in Example 6.1 for uniform and adaptive mesh-refinement and triangulations consisting of squares (top) and triangles (bottom), respectively.
we observe the theoretically predicted reliability and efficiency of the error estimator $\eta$ : The


Figure 6.6. Adaptively generated meshes $\mathcal{T}^{(k)}$ for $k=5,10,20,30$ with square elements in Example 6.1.
curves of the Morley error $E_{\mathcal{I}}$ and the corresponding error estimator $\eta$ are parallel up to a certain range.
6.2. Laplace Problem with Generic Singularity. We consider the Laplace problem (1.1) on the L-shaped domain

$$
\begin{equation*}
\Omega=(-1,1)^{2} \backslash([0,1] \times[-1,0]) \tag{6.6}
\end{equation*}
$$

as shown in Figure 6.8. The given exact solution is the harmonic function $u(x, y)=\Im((x+$ iy $)^{2 / 3}$ ) and reads in polar coordinates

$$
\begin{equation*}
u(x, y)=r^{2 / 3} \sin (2 \varphi / 3) \quad \text { with } \quad(x, y)=r(\cos \varphi, \sin \varphi) . \tag{6.7}
\end{equation*}
$$

Note that $u$ has a generic singularity at the reentrant corner $(0,0)$, which leads to $u \in$ $H^{1+2 / 3-\varepsilon}(\Omega)$ for all $\varepsilon>0$. Therefore, a conforming finite element method with polynomial ansatz space leads to convergence of order $\mathcal{O}\left(h^{2 / 3}\right)$ for the finite element error in the $H^{1}$ norm, where $h$ denotes the uniform mesh-size. This corresponds to order $\mathcal{O}\left(N^{-1 / 3}\right)$ with respect to the number of elements.

For the numerical computation, we prescribe the exact Neumann and Dirichlet data, where

$$
\begin{equation*}
\Gamma_{D}=\Gamma \backslash \Gamma_{N} \quad \text { and } \quad \Gamma_{N}:=\{0\} \times(-1,0) \cup(0,1) \times\{0\} . \tag{6.8}
\end{equation*}
$$

The initial meshes as well as $\Gamma_{D}$ and $\Gamma_{N}$ are shown in Figure 6.8. Note that $\Gamma_{N}$ includes the reentrant corner, where the normal derivative $\partial u / \partial \mathbf{n}$ is singular.


Figure 6.7. Adaptively generated meshes $\mathcal{T}^{(k)}$ for $k=5,10,15,20$ with triangular elements in Example 6.1.


Figure 6.8. L-shaped domain as well as Dirichlet and Neumann boundary conditions in Laplace Problem 6.2. The initial mesh $\mathcal{T}^{(0)}$ consists of twelve squares (left) and twelve triangles (right), respectively.

Figure 6.9 plots the experimental results for the energy error $E_{h}$ as well as for the Morley error $E_{\mathcal{I}}$ and the corresponding error estimator $\eta$ over the number of elements. For uniform mesh-refinement, the energy error $E_{h}$ converges with a suboptimal order which appears to be slightly better than $\mathcal{O}\left(N^{-1 / 3}\right)$ for both square and triangular elements. The proposed adaptive strategy regains the optimal order of convergence $\mathcal{O}\left(N^{-1 / 2}\right)$.


Figure 6.9. Morley error $E_{\mathcal{I}}=\left\|\nabla_{\mathcal{T}}\left(u-\mathcal{I} u_{h}\right)\right\|_{L^{2}(\Omega)}$ and corresponding error estimator $\eta$ as well as energy error $E_{h}=\left\|u-u_{h}\right\|_{1, h}$ in Laplace Problem 6.2 for uniform and adaptive mesh-refinement and triangulations consisting of squares (top) and triangles (bottom), respectively.

As can be expected from the finite element method, the Morley error $E_{\mathcal{I}}$ decreases like $\mathcal{O}\left(N^{-1 / 3}\right)$ for uniform mesh-refinement. The adaptive algorithm leads to an improved order of convergence $\mathcal{O}\left(N^{-1 / 2}\right)$. For both mesh-refining strategies as well as for square and triangular elements, the error estimator $\eta$ is $\varrho$ bserved to be reliable and efficient.


Figure 6.10. Adaptively generated meshes $\mathcal{T}^{(k)}$ for $k=5,10,20,30$ with square elements in Laplace Problem 6.2.
6.3. Laplace Problem with Inhomogeneous Right-Hand Side. Finally, we consider the Laplace problem (1.1) on the L-shaped domain (6.6) from the previous experiment. The exact solution is prescribed by $u(x, y)=\Im\left((x+i y)^{2 / 3}\right)+\left(x^{2}+y^{2}\right)^{3 / 2}$ and reads in polar coordinates

$$
\begin{equation*}
u(x, y)=r^{2 / 3} \sin (2 \varphi / 3)+r^{3} \quad \text { with } \quad(x, y)=r(\cos \varphi, \sin \varphi) . \tag{6.9}
\end{equation*}
$$

Note that $f=-\Delta u$ reads $f(x, y)=-9\left(x^{2}+y^{2}\right)^{1 / 2}$ resp. $f(x, y)=-9 r$ with respect to polar coordinates. We consider mixed boundary conditions with $\Gamma_{D}$ and $\Gamma_{N}$ as in the previous experiment. Figure 6.12 shows the numerical results of our computation. Despite a pre-asymptotic phase, where the $f$ has to be resolved, we observe the same behaviour as in Example 6.2.

## Appendix A. Elementary Proof of Trace Inequality

In this section, we give a somehow elementary proof of the trace inequality

$$
\begin{equation*}
\left\|v-v_{T}\right\|_{L^{2}(E)} \leq c_{8} h_{E}^{1 / 2}\|\nabla v\|_{L^{2}(T)} \quad \text { for } v \in H^{1}(T) \tag{A.1}
\end{equation*}
$$

where $v_{T}:=|T|^{-1} \int_{T} v d x$ is the integral mean of $v$ and $T$ is a triangle or rectangle in $\mathbb{R}^{2}$ with edge $E$. We stress that all proofs even work for arbitrary dimension $d \geq 2$ and $T$ a tetrahedron or cuboid, respectively. The analysis is elementary in the sense that we


Figure 6.11. Adaptively generated meshes $\mathcal{T}^{(k)}$ for $k=5,10,15,20$ with triangular elements in Laplace Problem 6.2.
provide trace identities and then only make use of the Poincaré inequality $\left\|v-v_{T}\right\|_{L^{2}(T)} \leq$ $c_{9} h_{T}\|\nabla v\|_{L^{2}(T)}$, where $c_{9}=1 / \pi$ is known to be the optimal constant $[2,14]$.
Remark A.1. In the literature, the trace inequality often reads $\left\|v-v_{T}\right\|_{L^{2}(E)} \leq c_{8}\|\nabla v\|_{L^{2}\left(\omega_{E}\right)}$, cf. [1]. We stress that our version (A.1) does only involve the $L^{2}$-norm over $T$ instead over the patch $\omega_{E}$ on the right-hand side.

Theorem A.1. (i) $\operatorname{Let} T=\operatorname{conv}\left\{a_{1}, a_{2}, a_{3}\right\}$ be a nondegenerate triangle and $E=\operatorname{conv}\left\{a_{1}, a_{2}\right\}$. Then, there holds for $w \in W^{1,1}(T)$

$$
\begin{equation*}
\frac{1}{|T|} \int_{T} w d x=\frac{1}{h_{E}} \int_{E} w d s-\frac{1}{2|T|} \int_{T}\left(x-a_{3}\right) \cdot \nabla w(x) d x \tag{A.2}
\end{equation*}
$$

(ii) Let $T=\operatorname{conv}\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}$ be a nondegenerate rectangle and $E=\operatorname{conv}\left\{a_{1}, a_{2}\right\}$. Then, there holds for $w \in W^{1,1}(T)$

$$
\begin{equation*}
\frac{1}{|T|} \int_{T} w d x=\frac{1}{h_{E}} \int_{E} w d s-\frac{1}{|T|} \int_{T} \mathbf{n}_{E} \cdot\left(x-a_{4}\right) \mathbf{n}_{E} \cdot \nabla w(x) d x \tag{A.3}
\end{equation*}
$$

where $\mathbf{n}_{E}$ is the outer normal vector of $T$ on $E$.
Proof for Triangles [5]. We first consider the reference element $T_{\text {ref }}=\operatorname{conv}\{(0,1),(0,0),(1,0)\}$ with reference edge $E_{\text {ref }}=\{0\} \times[0,1]$. Note that $a_{3}^{\text {ref }}=(1,0)$ and the outer normal vector of $T_{\text {ref }}$ on $E_{\text {ref }}$ is $\mathbf{n}_{E}^{\text {ref }}=(-1,0)$. We consider the function $g(y)=w(y)\left(y-a_{3}^{\text {ref }}\right)$. Note that $\left(y-a_{3}^{\text {ref }}\right) \cdot \mathbf{n}_{T_{\text {ref }}}(y)=1$ for $y \in E_{\text {ref }}$ and $\left(y-a_{3}^{\text {ref }}\right) \cdot \mathbf{n}_{T_{\text {ref }}}(y)=0$ for $y \in \partial T_{\text {ref }} \backslash E_{\text {ref }}$. The Gauss


Figure 6.12. Morley error $E_{\mathcal{I}}=\left\|\nabla_{\mathcal{T}}\left(u-\mathcal{I} u_{h}\right)\right\|_{L^{2}(\Omega)}$ and corresponding error estimator $\eta$ as well as energy error $E_{h}=\left\|u-u_{h}\right\|_{1, h}$ in Laplace Problem 6.3 for uniform and adaptive mesh-refinement and triangulations consisting of squares (top) and triangles (bottom), respectively.
divergence theorem proves

$$
\int_{E_{\text {ref }}} w d x=\int_{\partial T_{\text {ref }}} g \cdot \mathbf{n}_{T_{\text {ref }}} d s=\int_{T_{\text {ref }}} \operatorname{div} g d y=\int_{28} \nabla w(y) \cdot\left(y-a_{3}^{\mathrm{ref}}\right) d y+2 \int_{T_{\text {ref }}} w d y
$$

which concludes the proof of the reference case since $\left|T_{\text {ref }}\right|=1 / 2$. With an affine bijection $\Phi_{T}$ that maps $T_{\text {ref }} \mapsto T$ and $E_{\text {ref }} \mapsto E$, the general proof of (A.2) follows from integral transformations.

Proof for Rectangles. We consider the reference element $T_{\text {ref }}=[0,1]^{2}$ with edge $E_{\text {ref }}=\{0\} \times$ $[0,1]$. Note that $a_{4}^{\text {ref }}=(1,1)$ and the outer normal vector of $T_{\text {ref }}$ on $E_{\text {ref }}$ is $\mathbf{n}_{E}^{\text {ref }}=(-1,0)$. To verify (A.3) in this case, we consider the function $g(y)=\left(y_{1}-1\right) w(y)$ on $T_{\text {ref }}$. The main theorem of calculus proves

$$
w\left(0, y_{2}\right)=g\left(1, y_{2}\right)-g\left(0, y_{2}\right)=\int_{0}^{1} \partial_{1} g(y) d y_{1}=\int_{0}^{1} w(y) d y_{1}+\int_{0}^{1}\left(y_{1}-1\right) \partial_{1} w(y) d y_{1} .
$$

Integrating this equality over $[0,1]$, we obtain

$$
\int_{E_{\text {ref }}} w d s=\int_{T_{\text {ref }}} w d y+\int_{T_{\text {ref }}}\left(y_{1}-1\right) \partial_{1} w(y) d y .
$$

Finally, there holds $\left(y_{1}-1\right) \partial_{1} w(y)=\mathbf{n}_{E}^{\text {ref }} \cdot\left(y-a_{4}^{\mathrm{ref}}\right) \mathbf{n}_{E}^{\mathrm{ref}} \cdot \nabla w(y)$, which concludes the proof of the reference case. Again, the proof of the general case follows by affine transformation.

Corollary A.2. Suppose that $T \subset \mathbb{R}^{2}$ is either a nondegenerate triangle or rectangle. Then, there holds (A.1), where $c_{8}>0$ only depends on the shape of $T$ but not on its size.

Proof. Plugging $w:=\left(v-v_{T}\right)^{2}$ into the trace identities, we obtain

$$
\frac{1}{h_{E}}\left\|v-v_{T}\right\|_{L^{2}(E)}^{2} \leq \frac{1}{|T|}\left\|v-v_{T}\right\|_{L^{2}(T)}^{2}+c_{10} \frac{2 h_{T}}{|T|}\left\|\left(v-v_{T}\right) \nabla v\right\|_{L^{1}(T)},
$$

where $c_{10} \in\{1 / 2,1\}$ for a triangle and rectangle, respectively. The $L^{2}$-norm is estimated by the Poincaré estimate. The $L^{1}$-norm is estimated by the Cauchy and the Poincaré estimate which yields

$$
\left\|\left(v-v_{T}\right) \nabla v\right\|_{L^{1}(T)} \leq\left\|v-v_{T}\right\|_{L^{2}(T)}\|\nabla v\|_{L^{2}(T)} \leq c_{9} h_{T}\|\nabla v\|_{L^{2}(T)}^{2} .
$$

Altogether, we prove the trace inequality (A.1) with the constant

$$
\begin{equation*}
c_{8}^{2}=c_{9} \frac{h_{T}^{2}}{|T|}\left(c_{9}+2 c_{10}\right) . \tag{A.4}
\end{equation*}
$$

For triangles, the quotient $h_{T}^{2} /|T|$ depends only on the minimal angle in $T$. For rectangles, it is nothing but the quotient of the longest and the shortest edge.

Remark A.2. For a square $T$, Equation (A.4) becomes $c_{8}=\left(2 \pi^{-1}\left(\pi^{-1}+2\right)\right)^{1 / 2} \approx 1.21486$. With $h_{E}=h_{T} / \sqrt{2}$, (A.1) can thus be written as

$$
\begin{equation*}
\left\|v-v_{T}\right\|_{L^{2}(E)} \leq c_{11} h_{T}^{1 / 2}\|\nabla v\|_{L^{2}(T)} \quad \text { for } v \in H^{1}(T) \tag{A.5}
\end{equation*}
$$

with $c_{11}=2^{-1 / 4} c_{8} \approx 1.02157$. However, this estimate is by far not optimal. Nicaise [13] proves (A.5) with $c_{11}=(\pi \tanh \pi)^{-1 / 2} \approx 0.56524$ by some eigenvalue analysis.
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