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Abstract

Differential-algebraic equations with higher index give rise to essentially ill-posed problems. Therefore, their numerical approximation requires special care. In the present paper, we state the notion of ill-posedness for linear differential-algebraic equations more precisely. Based on this property, we construct a regularization procedure using a least-squares collocation approach by discretizing the pre-image space. Numerical experiments show that the resulting method has excellent convergence properties and is not much more computationally expensive than standard collocation methods used in the numerical solution of ordinary differential equations or index-1 differential-algebraic equations. Convergence is shown for a limited class of linear higher-index differential-algebraic equations.
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1. Introduction

In the present paper, we consider boundary value problems (BVPs) for linear differential-algebraic equations (DAEs)

\begin{align*}
A(t)(Dx)'(t) + B(t)x(t) &= q(t), \quad t \in [a, b], \\
G_a x(a) + G_b x(b) &= r.
\end{align*}

(1)
(2)

Here, $[a, b] \subset \mathbb{R}$ denotes a finite interval, $q : [a, b] \to \mathbb{R}^m$ is a sufficiently smooth vector-valued function, $B : [a, b] \to \mathbb{R}^{m \times k}$, $A : [a, b] \to \mathbb{R}^{m \times k}$ are at least continuous but sufficiently smooth matrix-valued functions, and $D : [a, b] \to \mathbb{R}^{k \times m}$ is at least
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continuously differentiable. Moreover, $G_a, G_b \in \mathbb{R}^{l \times m}$ and $r \in \mathbb{R}^l$. Thereby, $l$ is the dynamical degree of freedom of the DAE, that is, the number of free parameters of the general solution of the DAE (e.g., [18, Section 2],[17, Section 2.6]), which can be fixed by boundary conditions. Initial value problems (IVPs) are incorporated by $G_b = 0$. We suppose $0 \leq l \leq k < m$. If $l = 0$ then there are no free parameters and no boundary condition will be given.

We are interested in solutions $x : [a, b] \rightarrow \mathbb{R}^m$ satisfying the BVP (1)–(2) in a sense which will be specified in Section 2.

Here, for clarity of the presentation, we focus on DAEs featuring variables partitioned into differentiated and algebraic components by assuming a constant matrix function $D$ and the leading term of the special form,

$$D = \begin{bmatrix} I & 0 \end{bmatrix}, \quad \text{rank } D = k, \quad \text{rank } A(t) = k, \quad t \in [a, b]. \quad (3)$$

In particular, this is the case for all semi-explicit DAEs. The first $k$ components of the unknown function $x$ are the differentiated components and the subsequent $m - k$ components are traditionally called the algebraic components. We emphasize that no derivatives of the algebraic components appear in the DAE. We refer to Subsection 5.1 for more general DAEs.

Collocation methods using piecewise polynomial ansatz functions are well-established and robust numerical methods to approximate BVPs in explicit ordinary differential equations and index-1 DAEs, which are well-posed in their natural Banach spaces, see [1, 18] for the respective comprehensive surveys.

There are different possibilities on how to make the collocation ansatz, see [18, Section 3]. Below we describe only one of these possibilities which we address later on and which is, for instance, implemented in COLDAE [3]. Basically, as an ansatz for the differentiated components, we use continuous piecewise polynomial functions of a certain degree and for the algebraic components, generally discontinuous piecewise polynomial functions, whose degree is lower by one.

Let $n \in \mathbb{N}$ and consider the following partition of the interval $[a, b] :$

$$a = t_0 < t_1 < \cdots < t_n = b.$$ 

For $K \geq 0$, let us denote by $\mathcal{P}_K$ the set of all polynomials of degree less or equal to $K$.

We fix a certain integer $N \geq 1$ and approximate the differentiated solution components $x_1, \ldots, x_k$ by continuous, piecewise polynomial functions of degree $N$ with possible breakpoints at $t_1, \ldots, t_{n-1}$, while we approximate the algebraic components $x_{k+1}, \ldots, x_m$ by possibly discontinuous piecewise polynomial functions of degree $N - 1$ with possible jumps at $t_1, \ldots, t_{n-1}$. Consequently, we search for the numerical approximation $p$ in the function set $X_n$,

$$X_n = \{ p \in L^2(a, b)^m : p_\kappa \in C[a, b], \ p_{\kappa|_{[t_{j-1}, t_j)}} \in \mathcal{P}_N, \ \kappa = 1, \ldots, k, \ j = 1, \ldots, n, \ p_{\kappa|_{[t_{j-1}, t_j)}} \in \mathcal{P}_{N-1}, \ \kappa = k + 1, \ldots, m, \ j = 1, \ldots, n \}. \quad (4)$$
By construction, \( p \in X_n \) implies \( Dp \in C[a, b]^k \). Since \( X_n \) has dimension \( N_{mn} + k \), \( N_{mn} + k \) conditions are necessary to uniquely determine \( p \in X_n \).

The collocation points \( t_{ji} \) are specified by choosing \( N \) values \( 0 < \rho_1 < \cdots < \rho_N < 1 \), and setting \( t_{ji} := t_{j-1} + \rho_i h_j, \ j = 1, \ldots, n, \ i = 1, \ldots, N \), where \( h_j = t_j - t_{j-1} \). This choice prevents redundant equations (cf., [18, Section 3]), but excludes Lobatto and Radau collocation points. Note that in COLDAE, Gaussian points are used [3].

In order to determine the discrete solution \( p \in X_n \), the classical collocation method is applied directly to the DAE system,

\[
A(t_{ji})(Dp)'(t_{ji}) + B(t_{ji})p(t_{ji}) = q(t_{ji}), \quad i = 1, \ldots, N, \ j = 1, \ldots, n \tag{5}
\]

\[
G_a p(a) + G_b p(b) = r. \tag{6}
\]

It follows immediately that (5) – (6) consists of \( N_{mn} + l \) conditions to determine \( p \). For index-1 DAEs, we have \( l = k \) and therefore, the system (5) – (6) is well-balanced in the sense that the number of equations equals the number of unknowns. In case of higher-index DAEs, \( l \) is less than \( k \) and for a balanced system, extra boundary conditions have to be prescribed.\(^1\)

In this context, IVPs and BVPs are treated in the same way, more precisely, IVPs are treated as BVPs. Here the substance inheres in the DAE and it is a secondary matter whether we have initial conditions or boundary conditions.

This kind of collocation directly applied to the given BVP works well for index-1 DAEs and also for a limited class of index-2 DAEs via projected collocation [3, 18]. Here, we are interested in a direct treatment of general higher-index DAEs, without any preliminary and incorporated index reduction procedures as applied, for instance, in [16, 25].

We now report on experiments with direct collocation for two simple academic examples of index 2 and index 3. Both examples are known to cause serious difficulties in the numerical integration depending on the involved parameters. All computations have been carried out in MATLAB.\(^2\) The ansatz polynomials for the \( \kappa \)-th component of

---

\(^1\)In particular, for DAEs in Weierstraß–Kronecker form, one has \( k = l + \sum_{i=1}^{s} (l_i - 1) \), where \( s \) is the number of Jordan blocks in the nilpotent part and \( l_i \) is their size. cf., Subsection 3.1. Obviously, if there exists a \( l_i \geq 2 \), which means that the DAE has Kronecker index \( \mu := \max \{ |l_i| : i = 1, \ldots, s \} \geq 2 \), then it results that \( k > l \).

In general we apply here the tractability index which generalizes the Kronecker index, e.g., [17], see also Definition 2.1 below. We refer to [17] for relations to other index notions such as differentiation index and strangeness index.

to obtain a unique approximation \( p \) we add the following consistent initial condition:

\[
p_k|_{t_{j-1}, t_j}(t) = z_{n, k, 0} + h \sum_{\lambda=1}^{N} z_{n, k, \lambda} \psi_{s}(\frac{t - t_{j-1}}{h}), \quad \kappa = 1, \ldots, k,
\]

\[
p_k|_{t_{j-1}, t_j}(t) = \sum_{\lambda=1}^{N} z_{n, k, \lambda} \psi_{s}(\frac{t - t_{j-1}}{h}), \quad \kappa = k + 1, \ldots, m,
\]

in which

\[
\psi_{s}(\tau) = \prod_{\lambda=1, \lambda \neq s}^{N} \frac{\tau - \rho_{\lambda}}{\rho_{s} - \rho_{\lambda}}, \quad \tau \in [0, 1], \quad s = 1, \ldots, N,
\]

\[
\bar{\psi}_{s}(\tau) = \int_{0}^{\tau} \psi_{s}(\sigma) d\sigma, \quad \tau \in [0, 1], \quad s = 1, \ldots, N.
\]

**Example 1.1.** Consider the DAE system

\[
\begin{align*}
    x'_1(t) + \lambda x_1(t) - x_2(t) - x_3(t) &= q_1(t), \\
    x'_2(t) + (\eta(1 - \eta t) - \eta) x_1(t) + \lambda x_2(t) - \eta x_3(t) &= q_2(t), \\
    (1 - \eta t) x_1(t) + x_2(t) &= q_3(t),
\end{align*}
\]

with right hand side \( q \) chosen in such a way that

\[
    x_1(t) = e^{-t} \sin t, \\
    x_2(t) = e^{-2t} \sin t, \\
    x_3(t) = e^{-t} \cos t,
\]

is a solution. This DAE arises from problem [14, (5.1)] for \( \beta = 1 \). It is a semi-explicit system in Hessenberg form with index 2 and dynamical degree of freedom \( l = 1 \) for all parameter values.\(^3\) Hence, one boundary condition is appropriate. Owing to [17, Corollary 2.2] each condition (2), with \( m = 3, l = 1 \), \( G_a = \{ g_{a,2} \ g_{a,3} \ g_{a,1} \} \)

\[
    g_{a,1} - g_{a,2} + g_{a,3} \neq 0,
\]

and \( G_b = [0 \ 0 \ 0] \), leads to a uniquely solvable IVP. We choose the special condition

\[
x_1(0) = 0.
\]

The DAE fits formally into the form (1) – (2) with

\[
A = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad D = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} \lambda & -1 & -1 \\ \eta(1 - \eta t) - \eta & \lambda & -\eta t \\ 1 - \eta t & 1 & 0 \end{bmatrix}.
\]

Because of \( k = 2 \) and \( l = 1 \), the collocation system becomes underdetermined. In order to obtain a unique approximation \( p \) we add the following consistent initial condition:

\[
p_2(0) = 0.
\]

\(^3\)Hessenberg index 2 DAEs comprise \( k \) differentiated components and \( m - k = k_a \) algebraic ones, with \( k_a \leq k \). The difference \( l = k - k_a \) is the dynamical degree of freedom (e.g., [2]).
Table 1: Error of the collocation solution for Example 1.1 with $\eta = -25, \lambda = -1, \text{ and } N = 4$. The collocation points $\rho_i$ are chosen to be Gauss-Legendre nodes. Note that $x_3$ is the algebraic variable.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$|x_3 - p_3|_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>4.67e+6</td>
</tr>
<tr>
<td>40</td>
<td>8.62e+3</td>
</tr>
<tr>
<td>80</td>
<td>5.26e+2</td>
</tr>
<tr>
<td>160</td>
<td>5.61e+1</td>
</tr>
<tr>
<td>320</td>
<td>6.74e+0</td>
</tr>
<tr>
<td>640</td>
<td>8.74e–1</td>
</tr>
</tbody>
</table>

Example 1.2. We address the DAE system

\[
\begin{align*}
  x_2'(t) + x_1(t) &= q_1(t), \\
  t\eta x_2'(t) + x_3'(t) + (\eta + 1)x_2(t) &= q_2(t), \\
  t\eta x_3(t) &= q_3(t), \quad t \in [0, 1].
\end{align*}
\]

It can be cast into the form (1)–(2) by setting

\[
A = \begin{bmatrix} 1 & 0 \\
\eta & 1 \\
0 & 0 \end{bmatrix}, \quad D = \begin{bmatrix} 0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & \eta \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 0 & 0 \\
0 & 1 + \eta & 0 \\
0 & \eta & 1 \end{bmatrix},
\]

where a simple permutation of the variables results in the required form of $D$, cf. [20, p. 168]. In [20] this problem is used to illustrate the failure of backward differentiation formulas, see also [17, Section 8.3]. As in the previous example, the exact solution is chosen to be

\[
\begin{align*}
  x_1(t) &= e^{-t} \sin t, \\
  x_2(t) &= e^{-2t} \sin t, \\
  x_3(t) &= e^{-t} \cos t,
\end{align*}
\]

and this determines $q$. This DAE has index 3 and the dynamical degree of freedom $l = 0$ for all $\eta$. This means that the solution is uniquely defined without any boundary conditions. In order to have a unique solution for the collocation system, the conditions

\[
p_2(0) = 0, \quad p_3(0) = 1
\]

were posed.

Typical results of the direct collocation are provided in Tables 1 and 2. Obviously, this classical collocation method is useless in the context of higher-index DAEs. In Example 1.1 the error is large, while in Example 1.2 the error grows unboundedly. Figure 1 shows the error in $x_3$ from Example 1.1; an exponential error growth can be observed.

For all higher-index DAEs, the dynamical degree of freedom $l$ is less than $k$, and in order to ensure a balanced discrete system extra conditions are necessary. This gives
Table 2: Error of the collocation solution for Example 1.2 with $\eta = -2$ and $N = 3$. The collocation points are distributed uniformly and $x_1$ is the algebraic component.

<table>
<thead>
<tr>
<th>n</th>
<th>$|x_1 - p_1|_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>3.74e+006</td>
</tr>
<tr>
<td>40</td>
<td>9.84e+016</td>
</tr>
<tr>
<td>80</td>
<td>3.51e+038</td>
</tr>
<tr>
<td>160</td>
<td>2.04e+082</td>
</tr>
<tr>
<td>320</td>
<td>2.98e+170</td>
</tr>
<tr>
<td>640</td>
<td>3.06e+307</td>
</tr>
</tbody>
</table>

Figure 1: Example 1.1: Plot of the error $|x_3(t) - p_3(t)|$ with $n = 160$. 


Table 3: Collocation results for Example 1.1. The details correspond to those from Table 1

<table>
<thead>
<tr>
<th>n</th>
<th>Standard: $|x_3 - p_3|_\infty$</th>
<th>Least-squares: $|x_3 - p_3|_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>4.67e+6</td>
<td>4.67e–07</td>
</tr>
<tr>
<td>40</td>
<td>8.62e+3</td>
<td>6.91e–08</td>
</tr>
<tr>
<td>80</td>
<td>5.26e+2</td>
<td>7.72e–09</td>
</tr>
<tr>
<td>160</td>
<td>5.61e+1</td>
<td>9.79e–10</td>
</tr>
<tr>
<td>320</td>
<td>6.74e+0</td>
<td>2.47e–10</td>
</tr>
<tr>
<td>640</td>
<td>8.74e–1</td>
<td>8.47e–10</td>
</tr>
</tbody>
</table>

rise to the question if it wouldn’t be reasonable to augment the system by additional collocation equations. It would be in the spirit of collocation methods if, instead of artificial boundary conditions, additional collocation points were introduced by enlarging the set of $\rho_i$’s. Clearly, this idea results in an overdetermined and not necessarily consistent discrete problem which we propose to solve in a least-squares sense.

Let the nodes $0 < \rho_1 < \cdots < \rho_N < 1$ be given as specified above. We now add extra collocation points $\sigma_i$, $i = 1, \ldots, N + 1$,

$$\sigma_i = \begin{cases} \rho_1/2, & i = 1, \\ \frac{(\rho_{i-1} + \rho_i)}{2}, & 2 \leq i \leq N, \\ \frac{(\rho_N + 1)}{2}, & i = N + 1, \end{cases} \tag{7}$$

and compute $p \in X_n$ as least-squares solution of the overdetermined discrete system of $Nnm + l + (N + 1)nm$ equations

$$A(t)(D p)'(t) + B(t)p(t) = q(t), \quad t \in S_j, \quad j = 1, \ldots, n,$$

$$G_a p(a) + G_b p(b) = r,$$

where $S_j$ is the extended set of collocation points,

$$S_j = \{t_{j-1} + \rho_i h_j, \ i = 1, \ldots, N\} \cup \{t_{j-1} + \sigma_i h_j, \ i = 1, \ldots, N + 1\}. \tag{8}$$

Typical results of the overdetermined least-squares collocation are shown in Tables 3 and 4. Now, we observe a convergent behavior of the method. In particular, in both cases the order of convergence is approximately $N - 1$. Figure 2 shows the error of $x_3$ in Example 1.1.

The numerical experiments presented here, immediately suggest the following questions: What is the reason for the excellent behavior of this least-squares collocation? Which further methods can become efficient approaches in the context of higher-index DAEs? Which classes of problems can be treated by them? At the time being, we are able to provide only very first and incomplete answers to these questions and we hope that the present paper will encourage specialists in the area to deal with this matter.
Table 4: Collocation results for Example 1.2. The details correspond to those from Table 2

<table>
<thead>
<tr>
<th>n</th>
<th>Standard: $|x_1 - p_1|_\infty$</th>
<th>Least-squares: $|x_1 - p_1|_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>3.74e+006</td>
<td>3.26e-4</td>
</tr>
<tr>
<td>40</td>
<td>9.84e+016</td>
<td>7.52e-5</td>
</tr>
<tr>
<td>80</td>
<td>3.51e+038</td>
<td>1.81e-5</td>
</tr>
<tr>
<td>160</td>
<td>2.04e+082</td>
<td>4.42e-6</td>
</tr>
<tr>
<td>320</td>
<td>2.98e+170</td>
<td>1.11e-6</td>
</tr>
<tr>
<td>640</td>
<td>3.06e+307</td>
<td>1.06e-6</td>
</tr>
</tbody>
</table>

Figure 2: Example 1.1: Plot of the error $|x_3(t) - p_3(t)|$ with $n = 160$ using least-squares variant of the collocation method.
IVPs and BVPs for higher-index DAEs are known to be essentially ill-posed in naturally given topologies ([12, 13, 19], see also [17, 18, 21]). This is the case even when the boundary conditions are accurately stated cf., [18, Section 2.3]. Therefore, we try to answer the questions by embedding the least-squares collocation into the context of regularization methods for ill-posed problems. This seems to be a promising idea, since collocation serves as a well-known regularization approach. Generally, there are two ways to proceed:

- Least-squares collocation by discretization of the image space;
- Least-squares approach for discretized pre-image spaces.

Least-squares collocation for DAEs by discretization of the image space has been investigated already in [12]. Conditions for convergence were derived via the theory of reproducing kernel Hilbert spaces and a practical implementation was presented. However, this method turned out to be rather inefficient. In view of the observations in our experiments, we try to pursue the second approach following ideas from [15]. To our knowledge, the method for higher-index DAEs discussed here has not been considered before. In Subsection 5.2, we mention a few different approaches being related to our method in the broadest sense.

The paper is organized as follows. In Section 2, we provide the basic functional analytic background and formulate the new convergence assertions. The essential ingredient for proving convergence is an estimate of a certain (in-)stability constant. In Section 3 we succeed to derive such thresholds for linear DAEs of a special structure but it seems that these results can be improved and generalized. We report on further numerical experiments in Section 4. Additional references and conclusions are collected in Section 5.

2. Functional Analytic Background and Convergence Assertions

2.1. Differential-Algebraic Operators

In this subsection we consider BVPs (1)–(2), but now, instead of assuming the special condition (3) we only require that the DAE has a properly stated leading term, that is,

\[ \ker A(t) \oplus \text{im} D(t) = \mathbb{R}^k, \quad t \in [a, b]. \]

Let \( x : [a, b] \to \mathbb{R}^m \) be a vector-valued function such that the product \( Dx \) is differentiable in the generalized sense. Then, we define the differential-algebraic operator (DA operator) \( T \) acting on such functions by

\[ (Tx)(t) = A(t)(D(t)x(t))' + B(t)x(t), \quad \text{a.e. } t \in [a, b]. \]

For a well-defined operator \( T \), we must specify the image space \( Y \), the pre-image space \( X \), as well as the domain of definition \( \text{dom} T \). Since in the regularization context, we are interested in a Hilbert space setting, two natural choices are:

---

4Let the bounded linear operator \( S : X \to Y \) act in Banach spaces. If \( \text{im} S \) is a proper, nonclosed subset of \( Y \), then the operator equation \( Sx = y \) is said to be essentially ill-posed in Tikhonov’s sense.
\[ X = L^2(a, b)^m, \quad Y = L^2(a, b)^m, \quad \text{dom } T = \{ x \in X : Dx \in H^1(a, b)^k \}, \]
\[ X = H^1_D(a, b) = \{ x \in L^2(a, b)^m : Dx \in H^1(a, b)^k \} = \text{dom } T, \quad Y = L^2(a, b)^m. \]

In the first case, the linear operator \( T \) is densely defined and closed [21] while it is bounded in the second case, which is more convenient in our context. The function space \( H^1_D(a, b) \) equipped with its natural inner product,
\[
(x, \bar{x})_{H^1_D} := (x, \bar{x})_{L^2} + ((Dx)'(D\bar{x}'))_{L^2}, \quad x, \bar{x} \in H^1_D(a, b),
\]
is a Hilbert space [21, Lemma 6.9].

Next, we adopt the notion of the tractability index of an DA operator from [21, Section 4.2]. This is reasonable for both settings since this notion is tied to the coefficients \( A, B, D \) only. The tractability index is specified by means of certain sequences of continuous matrix functions \( G_{i+1} := G_i + B_iQ_i \), built pointwise on \([a, b]\) using special projector functions \( Q_i \) onto \( \ker G_i \) and starting from \( G_0 := AD, \quad G_1 = G_0 + BQ_0 \). Denoting \( r_j := \text{rank } G_j \), the construction yields \( r_0 \leq r_1 \leq \cdots \leq r_l \leq r_{l+1} \). The matrix function sequence \( G_0, \ldots, G_k \) is admissible, if it is well-defined and the ranks \( r_0, \ldots, r_k \) are constant [21, Definition]. Now we adopt [21, Definitions 4.2 and 4.3].

**Definition 2.1.** The DA operator \( T : X \to Y \) is said to be regular with tractability index \( \mu \in \mathbb{N} \) and characteristic values
\[
r_0 \leq \cdots \leq r_{\mu-1} < r_\mu = m, \quad l := m - \sum_{i=0}^{\mu-1} (m - r_i), \quad (10)
\]
if there is an admissible matrix function sequence \( G_0, \ldots, G_m \) with (10).

If, additionally, the coefficients \( A, B, D \) are as smooth as required for the existence of completely decoupling projectors then the DA operator \( T \) is said to be fine.\(^5\)

Let us by \( \Pi_{\text{can}} \) denote the canonical projector function of the associated fine DAE, see [17, Definition 2.37]. The projector \( \Pi_{\text{can}}(t) \) acts in \( \mathbb{R}^m \) and its rank is \( l \) given in (10) for all \( t \in [a, b] \). The number \( l \) actually accounts for the dynamical degree of freedom of the associated DAE.

Note that for constant coefficients \( A, B, D \) the operator \( T \) is fine, exactly if the matrix pencil \((AD, B)\) is regular. Then the tractability index coincides with the Kronecker index and the characteristic values describe the structure of the Weierstraß–Kronecker form.\(^6\) Moreover, \( \Pi_{\text{can}} \) represents the spectral projector of the pencil onto the eigenspace corresponding to the finite eigenvalues along the one corresponding to the infinite eigenvalues [17, Theorem 1.33].

**Theorem 2.2.** Let the bounded DA operator \( T : H^1_D(a, b) \to L^2(a, b)^m \) be fine with index \( \mu \in \mathbb{N} \) and characteristic values (10). Then the following statements hold:

---
\[^5\]Complete and fine decouplings as well as associated projectors are described e.g., in [17, Subsection 2.4.3].
\[^6\]For a definition of the Kronecker index and the Weierstraß–Kronecker form see, e.g., [17, Definition 1.4].
Here, the canonical projector function is simply

It can be checked that this operator \( T \) is injective.

(i) \( \ker T \) has finite dimension, \( \dim \ker T = l = \text{rank} \, \Pi_{\text{can}} \).

(ii) \( T \) is surjective, thus Fredholm, exactly if \( \mu = 1 \).

(iii) If \( \mu > 1 \), then \( \text{im} \, T \) is a nonclosed, proper subset of \( L^2(a, b)^m \).

(iv) If \( \mu > 1 \) and the coefficients \( A, B, D \) are smooth enough, then the inclusion \( C^0[a, b] \to \text{im} \, T \) holds, so that \( T \) is densely solvable.

Proof. Using the projector based complete structural decoupling, the assertions (i)–(iv) can be verified in the same way as the corresponding parts of [21, Theorem 4.2] by replacing the Banach space setting by the Hilbert space setting. Also, keep in mind that we now deal with generalized derivatives and that the respective equations are satisfied a.e. in \( [a, b] \).

Example 2.3 (Continuation of Example 1.1). The canonical projector function of the DAE from Example 1.1 has the form

\[
\Pi_{\text{can}}(t) = \begin{bmatrix}
\eta t & -1 & 0 \\
-\eta(1 - \eta t) & 1 - \eta t & 0 \\
\eta(1 - \eta t) & -(1 - \eta t) & 0 \\
\end{bmatrix}, \quad t \in [0, 1].
\]

It can be checked that each solution \( x \) of the homogeneous DAE with \( q = 0 \) satisfies the relation \( x = \Pi_{\text{can}} \).

The image of the associated operator \( T \),

\[
(Tx)(t) = \begin{bmatrix}
x'(t) + \lambda x_1(t) - x_2(t) - x_3(t) \\
x'(t) + (\eta(1 - \eta t) - \eta)x_1(t) + \lambda x_2(t) - \eta t x_3(t) \\
(1 - \eta t)x_1(t) + x_2(t)
\end{bmatrix}, \quad \text{a.e.} \ t \in (0, 1),
\]

defined on \( H^1_D(0, 1) = \{x_1, x_2 \in H^1(0, 1), x_3 \in L^2(0, 1)\} \) becomes

\[
\text{im} \, T = \{q \in L^2(0, 1)^3 : q_3 \in H^1(0, 1)\}.
\]

Namely, \( x_1, x_2 \in H^1(0, 1) \) immediately implies \( (Tx)(t) \in H^1(0, 1) \). On the other hand, for each arbitrary \( q \in L^2(0, 1)^3, q_3 \in H^1(0, 1) \), the equation \( Tx = q \), i.e., the DAE possesses a solution in \( H^1_D(0, 1) \). \( \square \)

Example 2.4 (Continuation of Example 1.2). The image of the operator \( T \),

\[
(Tx)(t) = \begin{bmatrix}
x'(t) + x_1(t) \\
\eta x_2(t) + x_3(t) \\
\eta x_2(t) + (\eta + 1)x_3(t)
\end{bmatrix}, \quad \text{a.e.} \ t \in (0, 1),
\]

defined on \( H^1_D(0, 1) = \{x_2, x_3 \in H^1(0, 1), x_1 \in L^2(0, 1)\} \) becomes

\[
\text{im} \, T = \{q \in L^2(0, 1)^3 : q_3 \in H^1(0, 1), q_2 - q_3' \in H^1(0, 1)\}.
\]

It can be checked that this operator \( T \) is injective.

Here, the canonical projector function is simply \( \Pi_{\text{can}} = 0 \), which corresponds to \( l = 0 \). \( \square \)
The Moore-Penrose generalized inverse of the operator $T$ is bounded if and only if the index does not exceed 1.\footnote{Let $X, Y$ be Hilbert spaces and $S : X \to Y$ be a linear, bounded operator. Let $\mathcal{V}, \mathcal{R}$ denote the orthoprojectors onto $(\ker S)^\perp$ and $\im K$, respectively. Then the so-called orthogonal generalized inverse or operator Moore–Penrose inverse $S^\dagger$ is defined on $\dom S^\dagger = \im S + (\im S)^\perp$ and has the properties $SS^\dagger S = S$, $S^\dagger S = \mathcal{V}$, $S S^\dagger S = S^\dagger$, $SS^\dagger = \mathcal{R}$, e.g., [22], also [21, Section 6.1.2].} Consequently, for higher-index problems, the equation $Tx = q$ becomes essentially ill-posed. Nevertheless, the nullspace of $T$ is finite dimensional and its dimension $l$ depends on the index. Therefore, augmenting $Tx = q$ by suitably chosen boundary conditions makes the problem uniquely solvable. We emphasize, that the unique solvability of the resulting BVP in DAEs does not change its ill-posedness. Furthermore, it does not matter whether initial or boundary conditions are given.

Finally, we introduce the operator $T : H^1_D(a, b) \to L^2(a, b)^m \times \mathbb{R}^l =: \mathcal{Y}$ associated with the BVP (1)–(2) by

$$
\mathcal{T} x = \begin{bmatrix} T x \\ G_a x(a) + G_b x(b) \end{bmatrix}, \quad x \in H^1_D(a, b).
$$

To ensure that $G_a x(a) + G_b x(b)$ is well-defined for all $x \in H^1_D(a, b)$, we restrict the boundary conditions by assuming

$$
\ker G_a = \ker D(a), \quad \ker G_b = \ker D(b). \quad (11)
$$

Then $G_a x(a) + G_b x(b) = G_a D(a)^T D(a) x(a) + G_b D(b)^T D(b) x(b)$ is well-defined together with $D(a) x(a), D(b) x(b)$. The latter expressions are well-defined since $Dx \in H^1(a, b)$ and the evaluation of functions from $H^1(a, b)$ at a certain point makes sense.

The product space $\mathcal{Y} = L^2(a, b)^m \times \mathbb{R}^l$ equipped with its natural inner product

$$(y, \bar{y}) := (q, \bar{q})_{L^2} + < d, \bar{d} >, \quad y = (q, d), \quad \bar{y} = (\bar{q}, \bar{d}) \in \mathcal{Y},$$

is again a Hilbert space. Here, $<,>$ denotes the Euclidean product of $\mathbb{R}^l$.

**Theorem 2.5.** Let the bounded DA operator $T : H^1_D(a, b) \to L^2(a, b)^m$ defined in (9) be fine with index $\mu \in \mathbb{N}$ and characteristic values (10) and let the boundary conditions (2) be restricted by (11). Then the following statements hold:

(i) The BVP $\mathcal{T} x = (q, r)$ is uniquely solvable for each $r \in \mathbb{R}^l$ and each right-hand side $q \in \im T$, if and only if the condition

$$
\ker(G_a X(a, a) + G_b X(b, a)) = \ker \Pi_{\text{can}}(a)
$$

holds. Here, $X(t, a)$ denotes the maximal fundamental solution matrix of the associated DAE, normalized at point $a$.

(ii) If (12) is valid, then the equation $\mathcal{T} x = (q, r)$ is well-posed if $\mu = 1$ and otherwise essentially ill-posed.

(iii) If (12) is valid, then $\mathcal{T}$ is injective.
(iv) If $\mu = 1$ and (12) is valid, then there exists a constant bound $c_T > 0$ such that
\[ \|T x\|_Y \geq c_T \|x\|_{H^1_0(a,b)}, \quad x \in H^1_D(a,b). \]

Proof. The arguments used in [18, Theorem 2.1] can be adopted accordingly to verify (i) – (iii). Result (iv) follows from the fact that $T$ is bijective due to Theorem 2.2. Then, $T^{-1}$ is bounded and $c_T = 1/\|T^{-1}\|$.

Below, we primarily try to approximate ill-posed BVPs for higher-index DAEs using a regularization method. The following lemma concerning transformations and refactorizations of DAEs, might be helpful to trace back certain questions to DAEs in special form.

Lemma 2.6. Let the bounded DA operator $T : H^1_D(a,b) \rightarrow L^2(a,b)^m$ be fine with index $\mu \in \mathbb{N}$ and characteristic values (10) and let the boundary conditions satisfy conditions (11) and (12).

Let the matrix functions $L, F \in C([a,b], L(\mathbb{R}^m))$ and $H \in C^1([a,b], L(\mathbb{R}^m))$ be pointwise nonsingular. Moreover,
\[ LAH : = \tilde{A}, \quad H^{-1}DF : = \tilde{D}, \quad LBF - LAH(H^{-1})'DF : = \tilde{B}, \]
\[ \tilde{T} \tilde{x} : = \tilde{A}(\tilde{D}\tilde{x})' + \tilde{B}\tilde{x}, \quad \tilde{x} \in H^1_D(a,b), \]
\[ G_a F(a) : = \tilde{G}_a, \quad G_b F(b) : = \tilde{G}_b, \]
\[ \tilde{T} x : = (\tilde{T} \tilde{x}, \tilde{G}_a \tilde{x}(a) + \tilde{G}_b \tilde{x}(b)), \quad \tilde{x} \in H^1_D(a,b). \]

Then, the DA operator $\tilde{T}$ inherits from $T$ the index and all characteristic values and the conditions (11) and (12) are valid accordingly for the transformed boundary conditions. In addition, the following statements hold:
\[ H^1_D(a,b) = F^{-1}(H^1_D(a,b)), \tilde{T} \text{ is injective as } T \text{ is, and there are positive constants } c_1, c_u \text{ such that} \]
\[ c_1 \frac{\|T x\|_Y^2}{\|x\|_{H^1_0}^2} \leq \frac{\|\tilde{T} \tilde{x}\|_Y^2}{\|\tilde{x}\|_{H^1_0}^2} \leq c_u \frac{\|T x\|_Y^2}{\|x\|_{H^1_0}^2}, \quad x \in H^1_D(a,b), \quad \tilde{x} = F^{-1} x. \]

Proof. Owing to [17, Section 2.3], transformations and refactorizations do not alter the characteristic values and the index. The maximal fundamental solution matrix normalized at point $a$ and the canonical projector transform by
\[ \tilde{X}(t,a) = F(t)^{-1}X(t,a)F(a), \quad \tilde{H}_{can}(t) = F(t)^{-1}H_{can}(t)F(t). \]

Since the original boundary conditions (2) are accurately stated in the sense of condition (12), so are the transformed boundary conditions
\[ \tilde{G}_a \tilde{x}(a) + \tilde{G}_b \tilde{x}(b) = r, \]
and hence, the operator $\tilde{T}$ is also injective. Next, $x \in H^1_D(a,b)$ implies $\tilde{x} = F^{-1} x \in H^1_D(a,b)$, and vice versa. Moreover, we have
\[ \|T x\|_Y^2 = \|L^{-1} \underbrace{LTF}_{\tilde{T}} \tilde{x}\|_Y^2 + |\tilde{G}_a \tilde{x}(a) + \tilde{G}_b \tilde{x}(b)|^2 \geq c_1 \|\tilde{T} \tilde{x}\|_Y^2, \]
and
\[
\|x\|_H^2 = \|F\bar{x}\|_H^2 = \|F\bar{x}\|_H^2 + \|(DF\bar{x})'\|_L^2 = c_2(\|\bar{x}\|_H^2 + \|(DF\bar{x})'\|_L^2)
\]
with a suitable constant $c_2$. Thus,
\[
\|T\|_Y^2 \geq c_1 c_2 \|T\|_Y^2, \quad x \in H^1_D(a, b), \quad \bar{x} = F^{-1}x.
\]
The remaining part of the inequality follows using the opposite transformation and refactorization.

2.2. Regularization by Discretization in Pre-Image Space

The following presentation follows suggestions made in [15]. Let $X, Y$ be Hilbert spaces and $T : X \to Y$ be a bounded injective linear operator. Certainly, we primarily have in mind the operator representing the BVP for a higher-index DAE, see the previous subsection.

Let us denote by $T^\dagger$ the Moore-Penrose generalized inverse of $T$. Note that $T^\dagger$ is continuous only if $\text{im} T$ is closed in $Y$, however, this is not the case for higher-index DAEs, see Theorem 2.2. If $y \in \text{dom} (T^\dagger)$, set $x^\dagger := T^\dagger y$.

If $T$ is injective and densely solvable, which will be the case in our application below, the operators $T^\dagger$ and $T^{-1}$ coincide, and, in particular, $\text{dom} T^\dagger = \text{dom} T^{-1} = \text{im} T$.

Let us now define the following values:
\[
\alpha_n = \|(I - \Psi_n)x^\dagger\|, \quad \beta_n = \|T(I - \Psi_n)x^\dagger\|, \quad \gamma_n = \inf_{z \in X_n, z \neq 0} \frac{\|Tz\|}{\|z\|}.
\]

Note that $\gamma_n > 0$ if and only if $T|_{X_n}$ is invertible, but this is the case, since $T$ is injective. In this case, we have also the representation $\gamma_n = \|(T\Psi_n)'\|^{-1}$. Owing to formula [15, (2.11)], we have
\[
\|p_n - x^\dagger\| \leq \frac{\beta_n}{\gamma_n} + \alpha_n.
\]

As discussed in [15], it may happen that the speed of convergence for $\beta_n$ is much faster than that for $\alpha_n$ if $T$ has a smoothing property. In our case, $T$ will correspond to a
differential operator which is not smoothing. So there is no reason to expect such a behavior. Therefore, the use of the general estimate

\[ \beta_n \leq \|T\| \alpha_n \]

is well justified. The constant \( \alpha_n \) measures the approximation quality of \( x^\dagger \) by elements of \( X_n \) while \( \gamma_n \) measures to which extent the discrete operator \( T|_{X_n} \) becomes unstable. If one can accomplish that

\[ \alpha_n = O(n^{-k_1}), \quad \gamma_n \geq c n^{-k_2}, \]

with a positive constant \( c \) and constants \( k_1 \geq 0, k_2 \geq 0 \), then it results that

\[ \|p_n - x^\dagger\| = O(n^{k_2 - k_1}). \]

We intend to use this general approach and then to introduce the collocation by replacing the norm in \( Y \) (typically the \( L^2 \)-norm) by a discrete version. In the context of regularization, this discretization will be interpreted as a perturbation \( y^\delta \) of the exact right-hand side \( y \) such that

\[ \|y - y^\delta\| \leq \delta_n. \]

Again, formula [15, (2.11)] provides an estimate, namely

\[ \|p_n^\delta - x^\dagger\| \leq \frac{\delta_n + \beta_n}{\gamma_n} + \alpha_n. \]

(14)

In fact, the primary task is to provide such an instability threshold \( \gamma_n \geq c n^{-k_2} \). For index-1 DAEs, the inverse \( T^{-1} \) is bounded, so it simply follows that \( \gamma_n \geq c_T > 0 \), see Theorem 2.5. For higher-index DAEs, \( T^{-1} \) becomes unbounded. We will look into this challenging matter in Section 3.

2.3. Collocation Using Discrete Norms

We turn back to a uniquely solvable BVP (1)–(2), with \( D \) satisfying (3). We also restrict the boundary conditions by (11) and apply the operator equation \( Tx = y \) with \( y = (q, r) \in \text{im} T \), as described in Theorem 2.5. In the practical implementation of the method (13) the norm in \( L^2(a, b) \) must be replaced by a discrete approximation using, e.g., a numerical interpolation formula. To this end, let the equidistant partition

\[ a = t_0 < t_1 < \cdots < t_n = b, \]

be given and let the linear space of piecewise polynomial functions \( X_n \) be defined as before in (4). Moreover, let the \( M = N + \nu, \nu \geq 0 \) interpolation nodes,

\[ 0 < \tau_1 < \tau_2 < \cdots < \tau_M < 1, \]

be fixed. Finally, let us denote the resulting sets of collocation points on the subinterval \([t_{j-1}, t_j] \) by

\[ S_j = \{t_{j-1} + \tau_i h, \ i = 1, \ldots, M\}, \quad j = 1, \ldots, n. \]

(15)
Instead of minimizing $\|T p - y\|^2$ over $p \in X_n$, we have in mind to seek a least-squares solution of the overdetermined discrete system comprising $Mnm + l$ equations,

$$A(t)(Dp)'(t) + B(t)p(t) = q(t), \quad t \in S_j, \ j = 1, \ldots, n, \quad (16)$$

$$G_a p(a) + G_b p(b) = r. \quad (17)$$

In this context, we assume $q$ to be sufficiently smooth, so that for every $t \in S_j$ the function value $q(t)$ is well-defined and interpolation makes sense.

We denote by $q_n$ the interpolating piecewise polynomial defined by

$$q_n|_{(t_{j-1}, t_j)} \in P^m_{M-1}, \quad q_n(t) = q(t), \ t \in S_j, \ j = 1, \ldots, n. \quad (18)$$

Set $y_n = (q_n, r)$ such that

$$\delta_n = \|y - y_n\|_y = \|q - q_n\|_{L^2} = O(h^M). \quad (19)$$

Regarding (14), we may turn to the equation $Tx = y_n$ and the problem to be solved reads:

$$p_n^6 \in \arg\min_{p \in X_n} \|T p - y_n\|^2_{L^2} + \|G_a p(a) + G_b p(b) - r\|^2 : \ p \in X_n. \quad (20)$$

Let the entries of the coefficients $A$ and $B$ be polynomials of at most degree $N_{A,B}$. Then, for each $p \in X_n$, the expression $T p = A(Dp)' + Bp$ is a piecewise polynomial function and $T p|_{(t_{j-1}, t_j)} \in P^m_{N_{A,B}}$ on each subinterval. Choosing $\nu \geq 1 + N_{A,B}$, that is,

$$M - 1 \geq N_{A,B}$$

we ensure $|T p - q_n|_{(t_{j-1}, t_j)} = \{A(Dp)' + Bp - q_n\}|_{(t_{j-1}, t_j)} \in P^m_{M-1}$. Note that we have $N_{A,B} = 1$ in both Examples 1.1 and 1.2. The experiments in Section 1 are realized with $M = 2N + 1$.

Let us now consider an arbitrary function $w$ with values in $\mathbb{R}^m$ which is piecewise defined on our partition such that $w|_{(t_{j-1}, t_j)} \in T^m_{M-1}$ on each subinterval. We represent $w$ as

$$w(t) = \sum_{j=1}^{M} w(t_{j-1} + \tau_j h) l_j(t), \quad t \in [t_{j-1}, t_j), \ j = 1, \ldots, n,$$

where the corresponding Lagrange basis polynomial is denoted by $l_j$. Consequently, we have

$$\|w\|^2_{L^2} = \int_a^b |w(t)|^2 \, dt = \sum_{j=1}^{M} \int_{t_{j-1}}^{t_j} |w(t)|^2 \, dt$$

$$= \sum_{j=1}^{M} \int_{t_{j-1}}^{t_j} \sum_{i=1}^{\nu_j} w(t_{j-1} + \tau_i h) l_j(t) \cdot \sum_{i=1}^{M} w(t_{j-1} + \tau_i h) l_j(t) \, dt$$

$$= \sum_{j=1}^{M} \sum_{i=1}^{\nu_j} \int_{t_{j-1}}^{t_j} l_j(t) l_j(t) \, dt \cdot \langle w(t_{j-1} + \tau_i h), w(t_{j-1} + \tau_i h) \rangle.$$
Additionally, let
\[ L_{i,k} = -\frac{1}{h} \int_{j_{i-1}}^{j_i(t)} L_{i,k}(t) dt \]
are independent of \( j \) and \( h \), and the resulting matrix \( L = (L_{i,k}) \) is symmetric and positive definite. Now, we obtain
\[
\|w\|_{L^2}^2 = h \sum_{j=1}^{n} \sum_{i=1}^{M} L_{i,k} \langle w(t_{j-1} + \tau_i h), w(t_{j-1} + \tau_i h) \rangle
\]
\[
= h \sum_{j=1}^{n} \sum_{i=1}^{M} L_{i,k} w(t_{j-1} + \tau_i h)^T w(t_{j-1} + \tau_i h)
\]
\[
= h \sum_{j=1}^{n} W_j^T (L \otimes I_m) W_j = h W^T \text{diag}(L \otimes I_m, \cdots, L \otimes I_m) W := h W^T L W, \quad (21)
\]
where
\[
W_j = \begin{bmatrix}
  w(t_{j-1} + \tau_1 h) \\
  \vdots \\
  w(t_{j-1} + \tau_M h)
\end{bmatrix} \in \mathbb{R}^{nM}, \quad W = \begin{bmatrix}
  W_1 \\
  \vdots \\
  W_M
\end{bmatrix} \in \mathbb{R}^{nM}. \quad (22)
\]

Finally, we find constants \( c_L, \tilde{c}_L \) depending only on \( L \) such that
\[
\tilde{c}_{L} h^4 \|w\|_2 \leq \|w\|_{L^2} \leq c_{L} h^4 \|w\|_2. \quad (23)
\]

Here, we denote the Euclidean norm of \( W \in \mathbb{R}^{nM} \) by \( |W|_2 \). From the above, the next statement follows.

**Proposition 2.7.** Let \( \mathcal{W}_n \) denote the linear set of all piecewise defined functions \( w \) with values in \( \mathbb{R}^n \) such that \( w_{[(j-1), j]} \in P_{M-1}^n \) on each subinterval of the above partition and let \( |w|_2 := |W|_2 \) for \( w \in \mathcal{W}_n \) and \( W \) specified by (22).

Additionally, let \( \mathcal{L} \) be given by (21). Then, the relation \( \|w\|_{L^2}^2 = h W^T \mathcal{L} W \) holds for all \( w \in \mathcal{W}_n \) and the norms \( \| \cdot \|_{L^2} \) and \( | \cdot |_2 \) are equivalent on \( \mathcal{W}_n \).

In a way, this justifies our collocation approach aiming at finding an approximation \( p_n^a \) by providing the least-squares solution of the overdetermined collocation scheme (16)–(17). More precisely: Consider \( w = A(Dp)^T + Bp - q_n \in \mathcal{W}_n \). Regarding the interpolation condition (18), expression
\[
\sum_{j=1}^{n} \sum_{t \in S_j} |A(t)(Dp)^T(t) + B(t)p(t) - q(t)| \geq |G_s p(a) + G_b p(b) - r|^2
\]
coincides with \( |w|_{L^2}^2 + |G_s p(a) + G_b p(b) - r| \). This means, that instead of minimizing
\[
\|w\|_{L^2}^2 + |G_s p(a) + G_b p(b) - r|^2,
\]
cf. (20), we use the equivalent norm \( |w|_2 \) for \( ||w||_{L^2} \). In this context, \( |w|_2 \) can be interpreted as a weighted form of \( |w|_{L^2} \). Experiments using both norms indicate no significant differences, see Section 4.
2.4. Convergence Assertions

Now we turn to convergence properties of the least-squares method applied to BVPs (1)–(2). We suppose the special forms (3) and (11).

Let the function set $X_n$, related to the uniform partition $a = t_0 < t_1 < \ldots < t_n = b$ with stepsize $h = (b - a)/n$ and $N \geq 1$, be given by (4) as before. Following ideas developed in Subsection 2.2, we need the estimates for the approximation errors $\alpha_n$ and $\beta_n$. We have

$$\alpha_n = \|x^\dagger - \Psi_n x^\dagger\|_{H^1}, \quad \Psi_n x^\dagger = \arg\min\{\|x^\dagger - p\|_{H^1} : p \in X_n\},$$

and $\beta_n = \|T(x^\dagger - \Psi_n x^\dagger)\|_{L^2} \leq \|T\|\alpha_n$. Let the solution $x^\dagger$ be sufficiently smooth so that the interpolation function $p_{int} \in X_n$ for $x^\dagger$ is well-defined by $N$ interpolation nodes on each subinterval of the partition and, additionally, by $Dp_{int}(a) = Dx^\dagger(a)$. Then, standard interpolation results provide the estimate

$$\alpha_n \leq \|p_{int} - x^\dagger\|_{H^1} \leq c_n h^N.$$

The most challenging task in this context is providing an appropriate estimate for the threshold $\gamma_n$. We will deal with this problem to some extent in the next section. Both, the strong proofs for special classes of linear DAEs and the experience from numerical experiments support the conjecture formulated as condition (26) in the following theorem. We emphasize that in this field many questions are left to be answered in the future.

**Theorem 2.8.** Let the BVP (1)–(2) with index $\mu \geq 1$ satisfy the assumptions of Theorem 2.5(i) and let $D$ have the special form (3). Let the unique solution $x^\dagger$ of the BVP be sufficiently smooth.

Moreover, let a constant $c$ exist so that the instability threshold $\gamma_n$ satisfies the inequality

$$\gamma_n \geq c h^{\min(N, \mu-1)}$$

(26)

for all sufficiently small stepsizes $h > 0$. Then the following statements hold:

(i) The approximate solution

$$p_n = \arg\min\{\|A(Dp)' + Bp - q\|_{L^2}^2 + |G_a p(a) + G_b p(b) - r|^2 : p \in X_n\}$$

satisfies the relation

$$\|p_n - x^\dagger\|_{H^1} = O(h^{\max(0, N-\mu+1)}).$$

(ii) If, additionally, the entries of the coefficients $A$ and $B$ are polynomials at most of degree $N_A, B$ and the number of interpolation nodes $M$ is chosen in such a way that $M \geq 1 + N + N_A, B$, then the least-squares collocation solution $p_{n}^\delta$ of the overdetermined system (16)–(17) satisfies

$$\|p_{n}^\delta - x^\dagger\|_{H^1} = O(h^{\max(0, N-\mu+1)}).$$
(iii) In particular, in both cases (i) and (ii), the discrete solutions remain bounded in $H^1_D(a,b)$ and the choice of $N$ such that $\mu - 1 < N$ ensures convergence in $H^1_D(a,b)$, that is, $p_n \to x^i$ and $p_n^\delta \to x^i$, respectively.

**Proof.** The results in (i) and (ii) follow from the estimate (14) for $\delta_n = 0$ and for $\delta_n = O(h^M)$, respectively. See also (19) and Proposition 2.7.

We emphasize once more that assumption (26) is analytically verified just for several problem classes in Section 3 and further justified by numerical eigenvalue computations, see Remark 3.8. We believe that the inequality can be verified for larger classes in the future. This belief is partly motivated by our Examples 1.1 and 1.2 which do not belong to the class of DAEs described in Subsection 3.2. Nevertheless, they also show the orders predicted in Theorem 2.8.

3. Estimating the Instability Thresholds for Special Cases

Let $X_n$, related to the partition $a = t_0 < t_1 < \cdots < t_n = b$, be defined by (4). The instability threshold

$$
\gamma_n = \inf_{p \in X_n, \|p\| \neq 0} \frac{||T p||_Y}{\|p\|_{H^1_D}}
$$

plays the key role in the analysis of method (13) and hence, of the least-squares approach (16)–(17). Note again that if an operator $T$ corresponding to a well-posed BVP, i.e., an index-1 DAE completed by accurately stated boundary condition, has a bounded inverse such that $\gamma_n = (||T^{-1}||)^{-1}$ is a constant. In all higher-index cases $T^{-1}$ is no longer bounded, see Theorem 2.5, and $\gamma_n$ depends on $n$. Not surprisingly, the behavior of $\gamma_n$ turns out to be dominated by the largest inherent Jordan chain part which appoints the index, see Subsection 3.1.

In the next lemma, we provide a tool to possibly trace back the problem to a single subinterval. To this end, we introduce values $\gamma_{n,j}$ such that, for $j = 1, \ldots, n$,

$$
\|T^{[j]}p^{[j]}\|_{L^2|t_j} \geq \gamma_{n,j} \|p^{[j]}\|_{H^1_D|t_j}, \quad p^{[j]}_1, \ldots, p^{[j]}_k \in P_N, \quad p^{[j]}_k, \ldots, p^{[j]}_m \in P_{N-1},
$$

where the superscript $[j]$ indicates restrictions to the subinterval $[t_{j-1}, t_j)$. In general, one has $\gamma_{n,j} \geq 0$.

**Lemma 3.1.** If the DA operator $T$ is regular with index $\mu$ and injective, then

$$
\gamma_n \geq \min\{\gamma_{n,1}, \ldots, \gamma_{n,n}\} > 0.
$$

**Proof.** Since $T$ is regular and injective, the dynamical degree of freedom is $l = 0$ and $T$ coincides with $T$. Furthermore, as $T$ is regular and injective on each subinterval of $[a, b]$, we have $\gamma_{n,j} > 0$ for all $j$. 
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Recall that $X_n$ is defined by (4). Dropping the continuity conditions yields

$$\tilde{X}_n = \{ p \in L^2(a,b)^m : p_k|_{[t_{j-1},t_j)} \in P_N, \ k = 1, \ldots, k, \ p_k|_{[t_{j-1},t_j)} \in P_{N-1}, \ k = k + 1, \ldots, m, \ j = 1, \ldots, n \} \supset X_n.$$  

Consequently,

$$\gamma_n^2 = \inf_{p \in \tilde{X}_n, p \neq 0} \frac{\|T p\|_{L^2}^2}{\|p\|_{H^1_0}^2} \geq \inf_{p \in X_n, p \neq 0} \frac{\|T p\|_{L^2}^2}{\|p\|_{H^1_0}^2} = \inf_{p \in X_n, p \neq 0} \frac{\sum_{j=1}^n \|T^{[j]} p^{[j]}\|_{L^2}^2}{\sum_{j=1}^n \|p^{[j]}\|_{H^1_0}^2} \geq \inf_{p \in X_n, p \neq 0} \frac{\sum_{j=1}^n \|p^{[j]}\|_{H^1_0}^2}{\sum_{j=1}^n \|p^{[j]}\|_{H^1_0}^2} \geq \min\{\gamma_{n,1}^2, \ldots, \gamma_{n,n}^2\} > 0.$$

\[ \square \]

3.1. DAEs in Weierstraß–Kronecker Form

The DAE

$$\begin{bmatrix} I & 0 \\ 0 & J \end{bmatrix} x'(t) + \begin{bmatrix} W & 0 \\ 0 & I \end{bmatrix} x(t) = q(t), \quad t \in [a,b],$$

with an arbitrary matrix $W$ of size $l \times l$ and a nilpotent Jordan block matrix $J$ of size $(m - l) \times (m - l)$ is said to be in Weierstraß–Kronecker form. The Kronecker index of this DAE is defined as the maximal size of the Jordan chains in $J$ and coincides here with both the differentiation index and the tractability index, e.g., [17]. $J$ has the form

$$J = \begin{bmatrix} J_1 & \cdots & J_s \end{bmatrix}, \quad J_i = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & 1 \end{bmatrix} \in \mathbb{R}^{l_i \times l_i}, \quad l_1 + \cdots + l_s = m - l.$$  

We factorize,

$$J_i = \begin{bmatrix} 0 & 1 & \cdots & 0 \\ 1 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & 1 \end{bmatrix} =: A_i D_i, \quad i = 1, \ldots, s, \quad (27)$$

$$\begin{bmatrix} I & 0 \\ 0 & J \end{bmatrix} = \begin{bmatrix} I & A_1 & \cdots & A_s \\ 0 & D_1 & \cdots & D_s \end{bmatrix} =: AD,$$

such that $A$ has full column-rank $k = l + \sum_{i=1}^s (l_i - 1)$ and $D$ has full row-rank $k$. This allows us to formulate the DAE with a proper leading term as

$$A(Dx)'(t) + \begin{bmatrix} W & 0 \\ 0 & I \end{bmatrix} x(t) = q(t), \quad t \in [a,b].$$  
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The coefficient matrix $D$ has rows being unit vectors. A permutation of the variables would meet condition (3), but here, it is more transparent to modify the set $X_a$ accordingly, see (4). According to the special DAE structure, the DA operator $T$ decomposes the system in the following way:

$$
Tx = (T[\partial y]/\partial u, T[1]v[1], \ldots, T[s]v[s]),
$$
$$
x = (u, v[1], \ldots, v[s]) \in H^1(a, b)^l \times H^1_D(a, b) \times \cdots \times H^1_D(a, b),
$$
$$
T[\partial y]/\partial u = u' + Wu,
$$
$$
T[1]v[1] = A_1(D^v[1])' + v[1], \quad i = 1, \ldots, s.
$$

According to the given structure, the matrices $G_a$ and $G_b$ defining the boundary condition

$$
G_a = [B_a E_{a,1} \ldots E_{a,s}], \quad G_b = [B_b E_{b,1} \ldots E_{b,s}],
$$

with entries $B_a, B_b \in \mathbb{R}^{l \times l}$, $E_{a,i}, E_{b,i} \in \mathbb{R}^{b \times l}$, $i = 1, \ldots, s$.

Condition (11) now requires that $E_{a,i} = E_{a,i} D_i^v D_i$ and $E_{b,i} = E_{b,i} D_i^v D_i$, $i = 1, \ldots, s$, which means that the last column of each $E_{b,i}$ and $E_{b,i}$ has only zero entries.

Here the canonical projector and the maximal fundamental solution matrix of the DAE, normalized at point $a$, have the form

$$
H_{can} = \begin{bmatrix}
I & 0 \\
0 & 0
\end{bmatrix},
$$

$$
X(t, a) = \begin{bmatrix}
e^{-(t-a)W} & 0 \\
0 & 0
\end{bmatrix},
$$

thus,

$$
G_aX(a, a) + G_bX(a, b) = [B_a + B_b e^{-(b-a)W} \frac{0}{m-l}],
$$

so that the boundary condition is accurately stated by condition (12), exactly if $B_a + B_b e^{-(b-a)W}$ is nonsingular. Therefore, if the system is subject to accurately stated boundary conditions (2), a well-posed ordinary BVP with respect to $u$ results,

$$
u' + WX = q[\partial y]/\partial u, \quad B_a u(a) + B_b u(b) = r - r_v,
$$

where $r_v := \sum_{i=1}^s (E_{a,i}v[i](a) + E_{b,i}v[i](b))$ is determined by the components $v$, which are independent of $u$.

We simplify the matter by turning to the more special boundary condition letting

$$
E_{a,i} = E_{b,i} = 0, \quad i = 1, \ldots, s.
$$

$$
(28)
$$

The associated composed operator $T[\partial y]/\partial u$,

$$
T[\partial y]/\partial u = \begin{bmatrix}
u' - Wu \\
B_a u(a) + B_b u(b)
\end{bmatrix}, \quad u \in H^1(a, b)^l,
$$

$$
(29)
$$
has a bounded inverse and we have \( T x = (T_{[d,n]} x, T_{[1]} v_{[1]}, \ldots, T_{[s]} v_{[s]}) \). Thus,

\[
\|T x\|_2^2 = \|T_{[d,n]} d\|_{L^2; \mathbb{R}^d}^2 + \sum_{i=1}^s \|T_{[i]} v_{[i]}\|_{L^2; \mathbb{R}^s}^2.
\]

\[
\|x\|_{H_2}^2 = \|d\|_{H_2}^2 + \sum_{i=1}^s \|v_{[i]}\|_{H_{2,n}^s}^2.
\]

Define \( \gamma_{n,[u]} := (\|T_{[d,n]}\|_2)^{-1} \) and introduce the thresholds \( \gamma_{n,[i]} \) associated with the other parts in such a way that

\[
\|T_{[i]} p_{[i]}\|_{L^2; \mathbb{R}^s} \geq \gamma_{n,[i]} \|p_{[i]}\|_{H_{2,n}^s} \quad \text{for all} \quad p_{[i]} \in X_{n,[i]}, \quad i = 1, \ldots, s.
\]

In turn, each \( T_{[i]} \) is injective on its part, and hence \( \gamma_{n,[i]} > 0 \). Finally, we obtain

\[
\gamma_n^2 = \inf_{p \in X_n, p \neq 0} \frac{\|T p\|_2^2}{\|p\|_{H_2}^2} = \inf_{p \in X_n, p \neq 0} \frac{\|T_{[d,n]} p_{[u]}\|_{L^2; \mathbb{R}^d}^2 + \sum_{i=1}^s \|T_{[i]} p_{[i]}\|_{L^2; \mathbb{R}^s}^2}{\|p_{[u]}\|_{H_{2,n}^d}^2 + \sum_{i=1}^s \|p_{[i]}\|_{H_{2,n}^s}^2}
\]

\[
\geq \inf_{p \in X_n, p \neq 0} \frac{\gamma_{n,[u]}^2 \|p_{[u]}\|_{H_{2,n}^d}^2 + \sum_{i=1}^s \gamma_{n,[i]}^2 \|p_{[i]}\|_{H_{2,n}^s}^2}{\|p_{[u]}\|_{H_{2,n}^d}^2 + \sum_{i=1}^s \|p_{[i]}\|_{H_{2,n}^s}^2} \geq \gamma_n^2 + \sum_{i=1}^s \gamma_{n,[i]}^2 > 0.
\]

This result is summarized in the following proposition.

**Proposition 3.2.** If the DAE has Weierstraß–Kronecker form and the boundary conditions with (28) are accurately stated, then the following estimate holds:

\[
\gamma_n \geq (\gamma_{n,[u]}^2 + \sum_{i=1}^s \gamma_{n,[i]}^2)^{1/2} > 0.
\]

Note that the values \( \gamma_{n,[i]} \) corresponding to Jordan chains of size \( l_i = 1 \) are independent of \( n \), namely \( \gamma_{n,[i]} = 1 \), since then \( T_{[i]} v_{[i]} = v_{[i]} \). It turns out that only those \( \gamma_{n,[i]} \) associated with \( l_i > 1 \) may depend on \( n \). In particular, \( \gamma_{n,[u]} \) is also independent of \( n \).

Clearly, one expects that \( \gamma_{n,[i]} \) behaves the worse the larger the size \( l_i \). In Section 3.3, we show an estimate for the case of a Jordan chain DAE.

### 3.2. Regular Linear DAEs with Constant Coefficients

We briefly address general regular linear DAEs (1) with constant coefficients and with \( D \) being in the special form (3). Let the boundary condition be accurately stated so that condition (12) and (11) are satisfied. By definition, the DAE is said to be regular, if the matrix pair \( \{AD, B\} \) is regular. If so, there exist nonsingular \( m \times m \) matrices \( L \) and \( F \) transforming the pair into Weierstraß–Kronecker form, that is,

\[
LADF = \begin{bmatrix} I & 0 \\ 0 & J \end{bmatrix}, \quad LBF = \begin{bmatrix} W & 0 \\ 0 & I \end{bmatrix}.
\]
in which \( \bar{J} \) and \( \bar{W} \) show an analogous structure as \( J \) and \( W \) in Subsection 3.1. Following (27) we factorize

\[
\begin{bmatrix}
I & 0 \\
0 & J
\end{bmatrix} =: \bar{A} \bar{D}.
\]

Set \( \bar{B} := LBF \). Then the operator \( \bar{T} : H^1_{\bar{D}}(a, b) \to L^2(a, b)^m \),

\[
\bar{T} \dot{x} = \bar{A}(\bar{D} \dot{x}) + \bar{B} \dot{x}, \quad \dot{x} \in H^1_{\bar{D}}(a, b)
\]
decomposes as described in Subsection 3.1. Following

Again, the problem can be traced back to purely Jordan chain DAEs which will be considered next.

3.3. A Pure Jordan Chain DAE

We consider the constant coefficient DAE

\[
A(Dx)'(t) + Bx(t) = q(t),
\]

where \( B = I \in \mathbb{R}^{mp}, D = \text{diag}(1, \ldots, 1, 0) \in \mathbb{R}^{mp}, \) and \( A = -J \in \mathbb{R}^{mp}, \)

\[
J = \begin{bmatrix}
0 & 0 \\
1 & 0 \\
\ddots & \ddots \\
1 & 0
\end{bmatrix}.
\]

The DAE is regular with index \( \mu \) and it has dynamical degree of freedom \( l = 0 \) hence \( T = \mathcal{T} \). In order to slightly simplify the matters, we assume the interval \([a, b]\) to be normalized to \([0, 1]\).

The operator \( T \) is defined on \( X = H^1_{D}(0, 1) = \{ x \in L^2(0, 1)^p | x_1, \ldots, x_{\mu-1} \in H^1(0, 1) \} \)

and \( \text{im} T \subseteq Y = L^2(0, 1)^p \). Obviously, \( T \) is injective. Moreover, for \( \mu > 1 \), the problem is ill-posed, cf. Theorem 2.5.

On \([0, 1]\), we introduce an equidistant partition with \( n \) subintervals of length \( h = n^{-1} \) such that \( t_j = jh, j = 0, \ldots, n \). The finite dimensional subspace \( X_n \), cf. (4), consists of all piecewise \( \mu \)-dimensional polynomials \( (p_1, p_2, \ldots, p_\mu) \) such that

\[
p_i \big|_{[t_{j-1}, t_j]} \in \mathcal{P}_N, \quad p_i \text{ is continuous,} \quad i = 1, \ldots, \mu - 1, \quad p_\mu \big|_{[t_{j-1}, t_j]} \in \mathcal{P}_{N-1}.
\]
The aim of this Section is to derive estimates for the asymptotic behavior of $\gamma_n$. Owing to Lemma 3.1, we restrict our attention to a single subinterval. We consider only the first subinterval $[0, h]$ and indicate this by using index $h$ in norms, etc. This subinterval is representative for all subintervals of the grid on $[0, 1]$, since the DAE has constant coefficients.

Our first aim is to obtain a representation of the norms $\|p\|_{H^1_{h}, h}$ and $\|T p\|_{L^2_{h}, h}$, in order to derive the estimates for $\gamma_{n,h}$. From

$$
\|T p\|_{L^2_{h}, h}^2 = \int_0^h \left( p_i'(t) \right)^2 + \sum_{i=2}^{\mu} \left[ p_i(t) - p_i'(t) \right]^2 dt
$$

we conclude

$$
\gamma_{n,h}^2 = \inf_{p \in \mathcal{P}_n} \frac{\|T p\|_{L^2_{h}, h}^2}{\|p\|_{H^1_{h}, h}^2} = 1 - \sup_{p \in \mathcal{P}_n \setminus \mathcal{P}_h} \frac{1}{\|p\|_{H^1_{h}, h}^2} \sum_{i=2}^\mu \int_0^h 2p_i(t)p_i'(t) dt. \tag{29}
$$

An important relation between the norm of a polynomial and its derivative will be derived below. We will formulate it in terms of Legendre polynomials. For a definition and properties see, e.g., [26, Chapter IV.1], [27], [24, p. 63]. Let $P_\kappa$ denote the $\kappa$-th Legendre polynomial. Then it holds in particular

$$
\int_{-1}^1 P_\kappa(t)P_\lambda(t)dt = \mathcal{P}_N,
$$

$$
\frac{d}{dt} P_{\kappa+1}(t) = (2\kappa + 1)P_\kappa(t) + (2\kappa - 2 + 1)P_{\kappa-2}(t) + \cdots + (2\nu(\kappa) + 1)P_{\nu(\kappa)}(t)
$$

where

$$
\nu(\kappa) = \begin{cases} 0, & \text{\kappa even,} \\ 1, & \text{\kappa odd,} \end{cases}
$$

for $\kappa, \lambda = 0, \ldots, N$. Here, we denoted by $\| \cdot \|$ the norm in $L^2(-1, 1)$.

The mass matrix $M = (m_{\kappa,\lambda})_{\kappa,\lambda=0,\ldots,N}$ corresponding to the basis $\{P_0, \ldots, P_N\}$ of $\mathcal{P}_N$ is given by

$$
m_{\kappa,\lambda} = \int_{-1}^1 P_\kappa(t)P_\lambda(t)dt
$$
such that
\[ M = \text{diag}(2, 2/3, \ldots, 2/(2N + 1)). \quad (30) \]

Similarly, the stiffness matrix \( K = (k_{\kappa\lambda})_{\kappa,\lambda=0}^{N} \) can be evaluated:
\[
k_{\kappa\lambda} = \int_{-1}^{1} P'_{\kappa}(t) P'_{\lambda}(t) dt = \begin{cases} 2((2\tilde{\kappa} - 1) + (2\tilde{\kappa} - 5) + \cdots + j(\tilde{\kappa})), & \text{if } \kappa + \lambda \text{ is even and } \kappa > 0, \\ 0, & \text{otherwise}, \end{cases}
\]
where \( \tilde{\kappa} = \min(\kappa, \lambda) \) and \( j(\tilde{\kappa}) = \begin{cases} 1, & \tilde{\kappa} \text{ even}, \\ 3, & \tilde{\kappa} \text{ odd}. \end{cases} \)

Hence,
\[
K = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 \\
0 & k_1 & 0 & k_1 & \cdots \\
0 & 0 & k_2 & 0 & \cdots \\
0 & k_1 & 0 & k_3 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
0 & k_1 & \cdots & \cdots & k_N \\
\end{bmatrix}, \quad k_i = 2((2i - 1) + (2i - 5) + \cdots + j(i)). \quad (31)
\]

Finally, define the matrix
\[
\hat{K} = M^{-1/2} K M^{-1/2} \quad (32)
\]
where \( M^{-1/2} = \text{diag}(\sqrt{1/2}, \sqrt{3/2}, \ldots, \sqrt{(2N + 1)/2}) \). It follows that \( \hat{K} \) is symmetric and positive semidefinite.

**Lemma 3.3.** Let \( N \geq 1 \) and \( h > 0 \). Then,
\[
z_h := \inf_{p \in \mathcal{P}_N} \frac{\int_{0}^{h} p^2(t) \, dt}{\int_{0}^{h} (p')^2(t) \, dt} = \frac{1}{4\lambda_N} h^2 > 0,
\]
where \( \lambda_N \) is the largest eigenvalue of the matrix \( \hat{K} \) given in equation (32).

**Remark 3.4.** It can be shown that the following estimates for the eigenvalue \( \lambda_N \) hold:
\[
\lambda_N \leq \frac{1}{2(4N^2 - 1)} \begin{cases} \left(1 - \cos \frac{1}{N+1}\pi \right)^{-1}, & \text{if } N \text{ even}, \\ \left(1 - \cos \frac{1}{N+1}\pi \right)^{-1}, & \text{if } N \text{ odd}. \end{cases}
\]
The upper bound has an asymptotic expansion \( \lambda_N \leq \frac{4}{N^4} + O(N^2) \). Therefore, the constant \( 1/\lambda_N \) is of reasonable size. A proof can be found in the Appendix.

**Proof.** To verify Lemma 3.3, we use the Legendre polynomials \( \varphi_n \) normalized to the interval \([0, h]\) as a basis in the representation of \( p \in \mathcal{P}_N, \varphi_n(t) = P_n(2t/h - 1) \). For \( p(t) = \sum_{k=0}^{N} c_k \varphi_k(t) \),
we obtain
\[ \int_0^h p^2(t) \, dt = \int_0^h \left( \sum_{k=0}^N c_k \varphi_k(t) \right)^2 \, dt = \sum_{k=0}^N c_k^2 \| \varphi_k \|_0^2 \]
and
\[ \int_0^h (p')^2(t) \, dt = \int_0^h \left( \sum_{k=0}^N c_k \varphi'_k(t) \right)^2 \, dt = \sum_{k=0}^N c_k c_k \int_0^h \varphi'_k \varphi'_k \, dt. \]

Therefore, it holds
\[
\sup_{p \in P} \frac{\int_0^h (p')^2(t) \, dt}{\int_0^h p^2(t) \, dt} = \sup_{c \in \mathbb{R}^{b+1}} \frac{c^\top \tilde{K} c}{c^\top \tilde{M} c}.
\]
where
\[ \tilde{M} = \frac{h}{2} M, \quad \tilde{K} = \frac{2}{h} K \]
with $M$ and $K$ defined in (30) and (31), respectively. Furthermore,
\[
\sup_{p \in P} \frac{\int_0^h (p')^2(t) \, dt}{\int_0^h p^2(t) \, dt} = \frac{4}{h^2} \sup_{c \in \mathbb{R}^{b+1}} \frac{c^\top K c}{c^\top M c} = \frac{4}{h^2} \sup_{d \in \mathbb{R}^{b+1}} \frac{d^\top M^{1/2} K M^{1/2} d}{d^\top d}. \quad (33)
\]
The last term in (33) is the Rayleigh quotient corresponding to the symmetric and positive semi-definite matrix $\tilde{K}$ given in (32), cf. [10, p. 440], such that
\[
\inf_{p \in P} \frac{\int_0^h p^2(t) \, dt}{\int_0^h (p')^2(t) \, dt} = \frac{1}{4\lambda_N h^2}
\]
with $\lambda_N$ being the largest eigenvalue of the matrix $\tilde{K}$.

\begin{lemma}
Let $\mu \geq 2$ and let $h > 0$ be sufficiently small. Then,
\[
\sup_{p \in P} \frac{1}{\| p \|_{L^2_{\mu,h},\mu}^2} \sum_{j=2}^\mu \int_0^h 2 p_j(t) p'_{j-1}(t) \, dt \leq \frac{1}{\sqrt{1 + \psi(z_h)}},
\]
with
\[
z_h = \frac{1}{4\lambda_N} h^2, \quad \psi(z_h) = \begin{cases} 
2 & \text{if } \mu = 2, \\
2z_h^2 - 2z_h^3 & \text{if } \mu = 3, \\
2(d-2)^{d-2} z_h^{d-1} - (\mu - 2)d_d^d & \text{if } \mu \geq 4,
\end{cases}
\]
where $\lambda_N$ is the largest eigenvalue of the matrix $\tilde{K}$ in (32).
\end{lemma}
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Proof. We denote

\[ s := \sup_{p \in \mathcal{X}, \|p\|_H, \mu \neq 0} \frac{1}{\mu} \sum_{i=2}^{n} \int_{0}^{h} 2p_i(t)p_{i-1}(t) \, dt. \]

1. For \( \mu = 2 \), we have

\[ s = \sup_{p \in \mathcal{X}, \|p\|_H} \int_{0}^{h} \frac{2p_2(t)p_1'(t)}{(p_1^2(t) + p_2^2(t) + (p_1')^2(t))} \, dt. \]

The definition of \( z_h \) implies

\[ \int_{0}^{h} p_1^2(t) \, dt \geq z_h \int_{0}^{h} (p_1')^2(t) \, dt \]

and, consequently,

\[ - \int_{0}^{h} \frac{2\sqrt{1 + z_h}}{z_h} \, dt + \int_{0}^{h} (p_1^2(t) + p_2^2(t) + (p_1')^2(t)) \, dt \]

\[ = \int_{0}^{h} p_1^2(t) \, dt - z_h \int_{0}^{h} (p_1')^2(t) \, dt + \int_{0}^{h} \left( p_2(t) - \sqrt{1 + z_h} p_1'(t) \right)^2 \, dt \geq 0. \]

Finally,

\[ s \leq \frac{1}{\sqrt{1 + z_h}} - \frac{1}{\sqrt{1 + \psi(z_h)}} \]

and the result follows.

2. For \( \mu = 3 \), we have

\[ s = \sup_{p \in \mathcal{X}, \|p\|_H} \frac{1}{\mu} \sum_{i=2}^{n} \int_{0}^{h} \frac{2p_3(t)p_1'(t) + 2p_2(t)p_2'(t)}{(p_1^2(t) + p_2^2(t) + p_3^2(t) + (p_1')^2(t) + (p_2')^2(t))} \, dt. \]

Again, the definition of \( z_h \) implies

\[ \int_{0}^{h} p_1^2(t) \, dt \geq z_h \int_{0}^{h} (p_1')^2(t) \, dt \quad \text{and} \quad \int_{0}^{h} p_2^2(t) \, dt \geq z_h \int_{0}^{h} (p_2')^2(t) \, dt. \]  \hspace{1cm} (34)

It is not difficult to verify that for \( \psi(z_h) = z_h^2 - 2z_h^3 \) the estimate

\[ 1 - \frac{1 + \psi(z_h)}{1 - \frac{1}{n} \psi(z_h)} \geq -z_h \]  \hspace{1cm} (35)
holds, if $z_h > 0$ is sufficiently small. This is the case if we choose a sufficiently small $h$, cf. Lemma 3.3. Using (34) and (35), we now conclude

\[- \int_0^h 2 \sqrt{1 + \psi(z_h)} p_2(t) p_1'(t) \, dt \]

\[+ \int_0^h (p_1^2(t) + (1 - \frac{1}{\tau} \psi(z_h)) p_2^2(t) + (p_1')^2(t)) \, dt \]

\[= \int_0^h p_1^2(t) \, dt + \left(1 - \frac{1 + \psi(z_h)}{1 - \frac{1}{\tau} \psi(z_h)} \right) \int_0^h (p_1')^2(t) \, dt \]

\[+ \int_0^h (\sqrt{1 - \frac{1}{\tau} \psi(z_h)} p_2(t) - \sqrt{1 + \psi(z_h)} p_1'(t))^2 \, dt \]

\[\geq \int_0^h p_1^2(t) \, dt - z_h \int_0^h (p_1')^2(t) \, dt \geq 0 \quad (36)\]

and

\[- \int_0^h 2 \sqrt{1 + \psi(z_h)} p_3(t) p_2'(t) \, dt \]

\[+ \int_0^h \left( \frac{1}{\tau} \psi(z_h) p_2^2(t) + p_3^2(t) + (p_2')^2(t) \right) \, dt \]

\[= \frac{1}{\tau} \psi(z_h) \int_0^h p_2^2(t) \, dt - \psi(z_h) \int_0^h (p_2')^2(t) \, dt \]

\[+ \int_0^h (p_3(t) - \sqrt{1 + \psi(z_h)} p_2'(t))^2 \, dt \]

\[\geq \frac{\psi(z_h)}{z_h} \left( \int_0^h p_2^2(t) \, dt - z_h \int_0^h (p_2')^2(t) \, dt \right) \geq 0 \quad (37)\]

for a sufficiently small $h > 0$. Taking a sum of the inequalities (36) and (37) yields

\[s \leq \frac{1}{\sqrt{1 + \psi(z_h)}} \]

for a sufficiently small $h > 0$.

3. For $\mu \geq 4$, we first introduce

\[v_i(z) := \begin{cases} 
1 & \text{if } i = 1, \\
(2^{i-1} - (i - 1)z^\nu) & \text{if } 2 \leq i \leq \mu - 1, \\
0 & \text{if } i = \mu.
\end{cases} \]

If $z_h > 0$ is sufficiently small then, for $\psi(z_h) = z_h^{\nu - 1} - (\mu - 2)z^\nu$, we obtain

\[z_h v_i(z_h) \geq \frac{\psi(z_h) + v_i(z_h)}{1 - v_i(z_h)} \quad \text{for } i = 2, \ldots, \mu. \quad (38)\]
From (38) and
\[ \int_0^h p_i^2(t) \, dt \geq z_h \int_0^h (p_i')^2(t) \, dt \quad \text{for} \quad i = 2, \ldots, \mu, \]
it follows
\[ -\int_0^h 2 \sqrt{1 + \psi(z_h)} p_i(t) p_{i-1}'(t) \, dt + \int_0^h (\nu_i(z_h) p_i^2(t) + (1 - \nu_i(z_h)) p_i(t) + (p_{i-1}'(t))^2) \, dt \]
\[ = \nu_i(z_h) \int_0^h p_i^2(t) \, dt + \left( 1 - \frac{1 + \psi(z_h)}{1 - \nu_i(z_h)} \right) \int_0^h (p_{i-1}')^2(t) \, dt \]
\[ + \int_0^h \left( \sqrt{1 - \nu_i(z_h)} p_i(t) - \frac{1 + \psi(z_h)}{\sqrt{1 - \nu_i(z_h)}} p_{i-1}'(t) \right)^2 \, dt \]
\[ \geq \nu_i(z_h) \int_0^h p_i^2(t) \, dt - z_h \nu_i(z_h) \int_0^h (p_{i-1}')^2(t) \, dt \geq 0 \]
for \( i = 2, \ldots, \mu \). Forming the sum over all inequalities, \( i = 2, \ldots, \mu \), results in
\[ -\sqrt{1 + \psi(z_h)} \sum_{i=2}^\mu \int_0^h 2 p_i(t) p_{i-1}'(t) \, dt + \sum_{i=1}^\mu \int_0^h p_i^2(t) \, dt + \sum_{i=2}^\mu \int_0^h (p_{i-1}')^2(t) \, dt \]
\[ = -\sum_{i=2}^\mu \int_0^h 2 \sqrt{1 + \psi(z_h)} p_i(t) p_{i-1}'(t) \, dt \]
\[ + \sum_{i=2}^\mu \int_0^h (\nu_i(z_h) p_i^2(t) + (1 - \nu_i(z_h)) p_i(t) + (p_{i-1}'(t))^2) \, dt \geq 0 \]
and finally
\[ s \leq \frac{1}{\sqrt{1 + \psi(z_h)}} \]
if \( h > 0 \) is sufficiently small.

\[ \square \]

The following theorem follows immediately by combining (29), Lemma 3.5, and Lemma 3.1.

**Theorem 3.6.** Let the DA operator \( T \) associated with a pure Jordan chain have index \( \mu \geq 2 \) and let \( h > 0 \) be sufficiently small. Then,
\[ \gamma_n^2 \geq \gamma_{n,h}^2 = \frac{\inf_{p \in J_n, p \neq 0} \frac{\|T \hat{p}\|^2_{L^2, h}}{\|p\|^2_{H^1, h}}}{1 - \frac{1}{\sqrt{1 + \psi(z_h)}}}. \]
with
\[ z_h = \frac{1}{4\lambda_N} h^2 \quad \text{and} \quad \psi(z_h) = \begin{cases} z_h & \text{if } \mu = 2, \\ \frac{1}{2} z_h^2 - 2 z_h^3 & \text{if } \mu = 3, \\ \frac{1}{6} - \frac{1}{2} (2 - \mu) z_h^4 & \text{if } \mu \geq 4, \end{cases} \]

where \( \lambda_N \) is the largest eigenvalue of the matrix \( \hat{K} \) given in (32). In particular, there is a positive constant \( c \) such that
\[ \gamma_n \geq c h^{\mu - 1}. \]

We emphasize that the estimates in Theorem 3.6 are not sharp. In the case of linear ansatz functions, the estimates can be further improved to provide a threshold \( \gamma_n \) being independent of the index \( \mu \).

**Theorem 3.7.** Let the Jordan chain operator have arbitrary index \( \mu \geq 2 \) and \( N = 1 \). Then, for sufficiently small \( h > 0 \), the following estimate holds:
\[ \gamma_n^2 \geq \gamma_n^2 = \inf_{p \in X_n, p \neq 0} \frac{\|T p\|^2_{\mathcal{L}_{2}, h}}{\|p\|^2_{\mathcal{H}_{h}, h}} = 1 - \frac{1}{\sqrt{1 + h^2/(4\lambda_1)}} \geq \frac{1}{8\lambda_1} h^2, \]

where \( \lambda_1 = 3 \) is the largest eigenvalue of the matrix \( \hat{K} \) specified (32) and \( N = 1 \).

**Proof.** Let
\[ s := \sup_{p \in X_n, p \neq 0} \frac{1}{\|p\|^2_{\mathcal{H}_{h}, h}} \sum_{i=2}^{\mu} \int_0^h 2 p_i(t) p'_{i-1}(t) \, dt. \]

and let us denote by \( \varphi_0 \) and \( \varphi_1 \) the zero and first order Legendre polynomials scaled to \([0, h]\). Then, we have the following representation for \( p \in X_n \) and \( t \in [0, h] \):
\[ p_i(t) = c_0 \varphi_0(t) + c_1 \varphi_1(t), \quad i = 1, \ldots, \mu - 1, \]
\[ p_\mu(t) = c_0 \varphi_0(t). \]

Denote \( c := (c_0, \ldots, c_\mu, c_{\mu+1}, \ldots, c_{\mu+1}) \). Since \( p'_i(t) = c_1 \varphi'_0(t) \), \( i = 1, \ldots, \mu - 1 \), it holds
\[
S_1(c) = \sum_{i=2}^{\mu} \int_0^h 2 p_i(t) p'_{i-1}(t) \, dt = \sum_{i=2}^{\mu} 4 c_0 c_{i-1}, \\
S_2(c) = \|p\|^2_{\mathcal{H}_{h}, h} = h \sum_{i=1}^{\mu} c_i^2 + \left( \frac{h}{3} + \frac{4}{h} \right) \sum_{i=1}^{\mu-1} c_i^2.
\]

In order to determine \( s \), we compute the derivatives of \( g(c) = S_1(c)/S_2(c) \) and obtain
\[
\frac{\partial S_1(c)}{\partial c_{i-1}} = 4 c_{i-1}, \quad i = 2, \ldots, \mu, \quad \frac{\partial S_1(c)}{\partial c_0} = 0, \\
\frac{\partial S_1(c)}{\partial c_1} = 4 c_{\mu+1}, \quad i = 1, \ldots, \mu - 1, \\
\frac{\partial S_2(c)}{\partial c_0} = 2 h c_0, \quad i = 1, \ldots, \mu, \quad \frac{\partial S_2(c)}{\partial c_1} = \frac{h}{3} + \frac{4}{h} c_{\mu}, \quad i = 1, \ldots, \mu - 1.
\]
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This yields
\[
\frac{\partial g(c)}{\partial c_i} = \frac{1}{S_2(c)^2} \left( 4c_{i+1,0}S_2(c) - 2 \left( \frac{h}{3} + \frac{4}{h} \right) c_{i1}S_1(c) \right), \quad i = 1, \ldots, \mu - 1,
\]
and
\[
\frac{\partial g(c)}{\partial c_0} = \frac{1}{S_2(c)^2} \left( 4c_{i+1,1}S_2(c) - 2hc_{i0}S_1(c), \quad i = 2, \ldots, \mu, \right. \]
\[
\left. - 2hc_{i0}S_1(c), \quad i = 1. \right)
\]
(39)

Setting the expressions in (39) to zero, we arrive at, \(i = 2, \ldots, \mu\),
\[
2c_{i,0}S_2(c) = \left( \frac{h}{3} + \frac{4}{h} \right) c_{i-1,1}S_1(c), \quad 2c_{i+1,1}S_2(c) = hc_{i0}S_1(c).
\]

Finally, we have
\[
c_{i-1,1} = \frac{1}{2} \frac{S_1(c)}{S_2(c)} c_{i0}
\]
(40)
and
\[
c_{i,0}S_2(c) = (1 + h^2/12) \frac{S_1^2(c)}{S_2^2(c)}
\]
(41)

If \(S_1(c) = 0\), then \(S_2(c) = 0\) follows and this contradicts \(S_2(c) \neq 0\). Therefore, it holds \(S_1(c) \neq 0\) and we obtain \(c_{i0} = 0\) from (39). There exists an index \(i_0\) with \(c_{i,0} \neq 0\). Otherwise, (40) would provide \(c_i = 0\) for all \(i = 1, \ldots, \mu - 1\) and hence, \(S_2(c) = S_1(c) = 0\). Using (41) for \(i = i_0\), we conclude
\[
\frac{S_1^2(c)}{S_2^2(c)} = \frac{1}{4(h^2 + 12)h^2}
\]
which results in
\[
s = \left( 1 + \frac{h^2}{12} \right)^{-1/2}.
\]

Finally, we apply the inequality \(1 - (1 + w)^{-1/2} \geq \frac{1}{2}w\) which holds for all sufficiently small \(w > 0\) and set \(w = h^2/12\). This completes the proof. \(\square\)

**Remark 3.8.** It should be again emphasized that the estimates in the previous theorem do not depend on the index. In order to further investigate this issue, we carried out numerical computations. By expressing the term
\[
\frac{\| [T p]_{L^2, h} \|}{\| p \|_{H^1_{0, h}}}
\]
via Legendre polynomials, the determination of \(\gamma_{n, h}\) can be reduced to a matrix eigenvalue problem. We solved this problem numerically for \(N \leq 5\) and \(\mu \leq 6\) and observed inequalities of the form
\[
\gamma_{n, h} \geq c h^{\min(N, \mu - 1)},
\]
which is consistent with statements formulated in Theorem 3.6 for \(N > \mu\) and in Theorem 3.7 for \(N = 1\).
4. Numerical Experiments

First, in Subsection 4.1, we intend to illustrate the results derived in Sections 3.3. To this end, the convergence order for the cases $\mu = 3$ and $\mu = 4$ is numerically evaluated. Then, we reconsider Examples 1.1 and 1.2. All experiments have been carried out in MATLAB.

4.1. Jordan Systems

Here, we consider the DAEs investigated in Section 3.3, namely,

$$A(Dx)'(t) + Bx(t) = q(t), \quad t \in [0, 1],$$

with $B = I \in \mathbb{R}^{\mu \times \mu}$, $D = \text{diag}(1, \ldots, 1, 0) \in \mathbb{R}^{\mu \times \mu}$, and $A = -J \in \mathbb{R}^{\mu \times \mu}$, where

$$J = \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 & 1 \\ 1 & 0 & \cdots & 0 & 1 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 1 & 0 & \cdots & 0 & 1 & 0 \end{bmatrix},$$

for $\mu = 3$ and $\mu = 4$. The right-hand side $q$ is chosen such that the exact solution of the system is

$$x(t) = \begin{cases} e^{-t} \sin t \\ e^{-2t} \sin t \\ e^{-t} \cos t \end{cases}, \quad \mu = 3,$$

$$x(t) = \begin{cases} e^{-t} \sin t \\ e^{-2t} \sin t \\ e^{-t} \cos t \\ e^{-2t} \cos t \end{cases}, \quad \mu = 4.$$
To determine the order of convergence, the problems were solved on grids with constant stepsizes, corresponding to \( n = 2, 4, \ldots, 64 \) subintervals. The error was measured in the \( H_0^1(0,1) \)-norm. Because of the special structure of the matrices, the \( L^2(0,1) \)-norm of the error behaves similarly. The results are presented in Tables 5 and 6.

We can draw the following conclusions:

- The collocation solutions stay bounded. Even for high index and polynomials of low degrees, we do not observe the divergence behavior which was typical for the standard collocation approach.
- The order of convergence is mostly one order higher than predicted by the theory. We do not have a satisfactory explanation for that since some of our stability estimates are in fact sharp.
- There is no significant difference between Gaussian and uniform collocation points.
- The order of convergence is independent of the number \( \nu \) of additional collocation points.
- If the \( L^2(0,1) \)-norm in the image space is replaced by the Euclidean norm in \( \mathbb{R}^\mu \) using the norm equivalence (23), the order of convergence is retained. This property is slightly surprising, since the Euclidean norm can be interpreted as only a first order approximation to the norm of \( L^2(0,1) \).
- For \( \mu = 4 \) and \( N = 2 \), non-integer orders of convergence arise.
- If the number of subintervals \( n \) is further increased, we observe growing errors, especially for polynomials of higher degrees. As expected, the conditioning of the least-squares problem becomes worse if the index and the polynomial degree increase.

### 4.2. Examples 1.1 and 1.2 Revisited

In this subsection, we collect the results of the experiments specified in Subsection 4.1 and carried out for Examples 1.1 and 1.2. We calculated the numerical orders of convergence using the norm of \( L^2(0,1) \), cf. (25) and \( \mathbb{R}^\lambda \), cf. (24), in the image space. All results can be found in Tables 7 and 8. In these tables, the error is measured in the \( H_0^1(0,1) \)-norm. The column labelled order contains an estimation \( k_{\text{est}} \) of the order,

\[
k_{\text{est}} = \log(\| p_n - x \|_{H_0^1} / \| p_{2n} - x \|_{H_0^1}) / \log 2.
\]

The orders expected according to the theory are \( k = 3 \) (Example 1.1) and \( k = 1 \) (Example 1.2).

### 5. Further References and Conclusions

In this section, we indicate how to treat more general classes of DAEs. Moreover, we list references which are seemingly related to our approach and finally, provide the conclusions.
Table 5: DAE in Jordan form with index $\mu = 3$: Numerical estimates for the convergence order. The column headers mean: Theory = estimate according to Theorem 2.8, $L^2 = \text{least-square collocation according to (20)}$ and $R = \text{least-square collocation according to (24)}$. The $N$ collocation points are either uniform ($Nu$) or Gaussian ($Ng$).

<table>
<thead>
<tr>
<th>Theory</th>
<th>$\nu = N + 1$</th>
<th>$\nu = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L^2$</td>
<td>$R$</td>
</tr>
<tr>
<td>1u</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>1g</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>2u</td>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>2g</td>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>3u</td>
<td>1</td>
<td>2.1</td>
</tr>
<tr>
<td>3g</td>
<td>1</td>
<td>2.1</td>
</tr>
<tr>
<td>4u</td>
<td>2</td>
<td>3.0</td>
</tr>
<tr>
<td>4g</td>
<td>2</td>
<td>3.0</td>
</tr>
<tr>
<td>5u</td>
<td>3</td>
<td>4.0</td>
</tr>
<tr>
<td>5g</td>
<td>3</td>
<td>4.0</td>
</tr>
<tr>
<td>6u</td>
<td>4</td>
<td>4.5</td>
</tr>
<tr>
<td>6g</td>
<td>4</td>
<td>5.1</td>
</tr>
</tbody>
</table>

Table 6: DAE in Jordan form with index $\mu = 4$: Numerical estimates for the convergence order. The column headers mean: Theory = estimate according to Theorem 2.8, $L^2 = \text{least-square collocation according to (20)}$ and $R = \text{least-square collocation according to (24)}$. The $N$ collocation points are either uniform ($Nu$) or Gaussian ($Ng$).

<table>
<thead>
<tr>
<th>Theory</th>
<th>$\nu = N + 1$</th>
<th>$\nu = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L^2$</td>
<td>$R$</td>
</tr>
<tr>
<td>1u</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>1g</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>2u</td>
<td>0</td>
<td>0.4</td>
</tr>
<tr>
<td>2g</td>
<td>0</td>
<td>0.4</td>
</tr>
<tr>
<td>3u</td>
<td>0</td>
<td>1.1</td>
</tr>
<tr>
<td>3g</td>
<td>0</td>
<td>1.1</td>
</tr>
<tr>
<td>4u</td>
<td>1</td>
<td>2.1</td>
</tr>
<tr>
<td>4g</td>
<td>1</td>
<td>2.1</td>
</tr>
<tr>
<td>5u</td>
<td>2</td>
<td>2.6</td>
</tr>
<tr>
<td>5g</td>
<td>2</td>
<td>2.9</td>
</tr>
<tr>
<td>6u</td>
<td>3</td>
<td>3.5</td>
</tr>
<tr>
<td>6g</td>
<td>3</td>
<td>4.3</td>
</tr>
</tbody>
</table>
Table 7: Example 1.1: Error of the collocation solution for $\eta = -25$, $\lambda = -1$, and $N = 4$. The collocation points $\rho_i$ are Gauss-Legendre nodes.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$L^2$</th>
<th>order</th>
<th>$\mathbb{R}$</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1.09e-007</td>
<td>1.36e-007</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.03e-008</td>
<td>3.3</td>
<td>1.70e-008</td>
<td>2.9</td>
</tr>
<tr>
<td>80</td>
<td>1.08e-009</td>
<td>3.2</td>
<td>1.89e-009</td>
<td>3.1</td>
</tr>
<tr>
<td>160</td>
<td>1.37e-010</td>
<td>3.0</td>
<td>1.79e-010</td>
<td>3.4</td>
</tr>
<tr>
<td>320</td>
<td>8.64e-011</td>
<td>0.7</td>
<td>2.04e-011</td>
<td>3.1</td>
</tr>
<tr>
<td>640</td>
<td>2.11e-010</td>
<td>-1.3</td>
<td>2.17e-011</td>
<td>-0.1</td>
</tr>
</tbody>
</table>

Table 8: Example 1.2: Error of the collocation solution for $\eta = -2$ and $N = 3$. The collocation points $\rho_i$ are uniformly distributed.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$L^2$</th>
<th>order</th>
<th>$\mathbb{R}$</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>8.43e-005</td>
<td>8.65e-005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.94e-005</td>
<td>2.0</td>
<td>1.97e-005</td>
<td>2.1</td>
</tr>
<tr>
<td>80</td>
<td>4.65e-006</td>
<td>2.0</td>
<td>4.70e-006</td>
<td>2.0</td>
</tr>
<tr>
<td>160</td>
<td>1.14e-006</td>
<td>2.0</td>
<td>1.15e-006</td>
<td>2.0</td>
</tr>
<tr>
<td>320</td>
<td>2.83e-007</td>
<td>2.0</td>
<td>2.83e-007</td>
<td>2.0</td>
</tr>
<tr>
<td>640</td>
<td>9.55e-008</td>
<td>1.6</td>
<td>7.04e-008</td>
<td>2.0</td>
</tr>
</tbody>
</table>

5.1. More General DAEs

Standard form DAEs,

$$Ex' + Fx = q,$$

(42)
can be reformulated into DAEs with properly stated leading terms by appropriate factorizations $E = AD$, cf. [17, Sections 2.7 and 7.2] and [21, Theorem 3.1]. By this the index persists.

Any general regular DAE with properly stated leading term can be refactorized so that the new version

$$A(Dx)' + Bx = q,$$

(43)

shows a more special leading term with $\ker A = \{0\}$, $\text{im} D = \mathbb{R}^k$. Note that the refactorization of the leading term does not change either the index $\mu$ (see [17, Section 2.3]) or the dimension $m$.

In turn, the DAE (43) can be rewritten in enlarged form, with $m + k$ equations,

$$Au' + Bx = q, \quad u - Dx = 0,$$

(44)
such that the latter meets the above request for partitioned variables, see [17, Section 3.11] and [18]. It seems that the enlarged DAE (44) inherits the index $\mu$ of (43). This can be checked for $\mu = 1$ and $\mu = 2$ by straightforward computations.
At this place it is worth mentioning that the enlarged form $x' - y = 0$, $Ey + Fx = q$ of the standard form DAE (42), also shows partitioned variables. It comprises $m + m$ equations, however, in contrast to (44) the index increases.

5.2. Further References
Least-squares collocation methods for DAEs have been already developed in different contexts. In [11], a method which corresponds to a discretization of the image space was introduced. The discrete solution was represented using a basis constructed via the reproducing kernels of certain Sobolev spaces, similarly to the approach in [12].

In [5], the pre-image space is discretized in a way similar to the one used in this paper. However, the number $M$ of collocation points per subinterval is chosen to be lower than the degree $N$ of the piecewise polynomials. The additional degrees of freedom are fixed by choosing the polynomial of minimal norm among all ansatz functions satisfying the collocation conditions. No proofs of convergence are given.

In the continuous Sobolev gradient method discussed in [23], the expression $\|Tx - q\|_2$ is minimized by solving the Hilbert space valued ODE,

$$
\varphi'(\tau) = -T^*T\varphi(\tau) + T^*q, \quad \varphi(0) = x_0,
$$

and using finite difference schemes. If $q \in \text{im} T$ then $\varphi(t)$ converges to some $x_*$ with $Tx_* = q$, where $x_*$ is the nearest solution to the initial guess $x_0$. The convergence of the discretization is not studied.

Adding to a given DAE the differentiated version of the constraint may result in a lower-index overdetermined DAE, e.g. [17, Proposition 10.8]. Mainly in multibody dynamics simulation, it is quite common to consider overdetermined DAEs comprising the originally given DAE and derivatives of the constraints. Then, the resulting overdetermined DAE is integrated by applying a special Gauss-Newton method at each integration step.

A first implementation of this idea is realized in the code ODASSL [7, 8]. We emphasize, that our approach is entirely different. In particular, we do not at all apply derivative array systems. In connection with Taylor series methods, the derivative array system is interpreted as an underdetermined system solved by least-squares techniques, e.g. [4, 6]. Likewise, those ideas are also basically different from ours.

5.3. Conclusions
In the present paper, we have developed a new method for the numerical solution of boundary value problems in linear higher-index DAEs. The motivation for this method originates from the fact that higher-index DAEs are problems which are essentially ill-posed problems in natural topologies. We provide the corresponding functional analytic setting.

The basic idea of the proposed numerical method is the approximation of such a problem by a least-squares method where both, the image and the pre-image space are discretized. In the context of DAEs, this idea results in an extremely simple algorithm whose computational complexity is comparable to standard polynomial collocation methods for systems of ordinary differential equations. In particular, neither analytical
preprocessing nor special structures of the DAE is necessary. In the numerical experiments, the method behaves in a robust and stable way, showing fast convergence. In our opinion, treating the DAEs as ill-posed problems is a fruitful approach and this idea deserves further research interest.

Here, only partial stability and convergence results are provided. Having a more complete theory available, would enable the construction of efficient codes for higher-index DAE systems.

Appendix

A. Proof of Remark 3.4

This appendix is devoted to an estimation of the maximal eigenvalue of $\hat{K}$ as defined in (32). This will be done in two steps. First we prove a general eigenvalue estimate for a matrix $L$ whose structure is related to that of $K$ in (31). This will allow us to derive eigenvalue estimates for $\hat{K}$.

To this end, consider an $N' \times N'$-matrix $L$ of the form

\[
L = \begin{pmatrix}
  l_1 & l_1 & l_1 & \cdots & l_1 \\
  l_1 & l_2 & l_2 & \cdots & l_2 \\
  l_1 & l_2 & l_3 & \cdots & l_3 \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  l_1 & l_2 & l_3 & \cdots & l_{N'}
\end{pmatrix},
\]

Obviously, this matrix is symmetric.

Lemma A.1. Let the matrix $L$ be defined as above, then it holds:

(i) The matrix $L$ is positive definite if and only if $0 < l_1 < l_2 < \cdots < l_{N'}$.

(ii) Let $L$ be positive definite. Set $c_1 = l_1, c_2 = l_2 - l_1, \ldots, c_{N'} = l_{N'} - l_{N'-1}$. Let, furthermore,

\[
c_{\min} = \min_{n=1,...,N'} c_n, \quad c_{\max} = \max_{n=1,...,N'} c_n.
\]

Then it holds for the maximal and minimal eigenvalues $\kappa_{\min}$ and $\kappa_{\max}$ of $L$:

\[
\kappa_{\min} \geq \frac{c_{\min}}{2 - 2 \cos \frac{2N'\pi}{2N'+1}} \quad \kappa_{\max} \leq \frac{c_{\max}}{2 - 2 \cos \frac{2N'\pi}{2N'+1}}.
\]

Proof. (i) The matrix $L$ is positive definite if and only if all of its leading principal minors are positive definite. Let $D_n$ denote the $n$-th leading principal minor, that is,

\[
D_n = \begin{pmatrix}
  l_1 & l_1 & l_1 & \cdots & l_1 \\
  l_1 & l_2 & l_2 & \cdots & l_2 \\
  l_1 & l_2 & l_3 & \cdots & l_3 \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  l_1 & l_2 & l_3 & \cdots & l_n
\end{pmatrix},
\]
It holds $D_1 = l_1$. Moreover, by expansion of $D_n$ along the last column we obtain
\[ D_n = l_n D_{n-1} - l_{n-1}D_{n-1} = (l_n - l_{n-1})D_{n-1}. \]

All other terms in this expansion vanish because the corresponding minors have identical last rows such that their values are 0. Therefore, $D_n > 0$ for all $n = 1, \ldots, N'$ if and only if $l_1 > 0$ and $l_n - l_{n-1} > 0$ for all $n = 2, \ldots, N'$.

(ii) The proof will be provided in several steps.

(a) (Reformulation of the eigenvalue problem)

Consider the eigenvalue problem
\[ \kappa x = Lx. \]

Let
\[ B = \begin{bmatrix} 1 & -1 \\ 1 & -1 \\ & 1 & -1 \\ & & \ddots & -1 \\ & & & 1 \end{bmatrix} \in \mathbb{R}^{N' \times N'}. \]

and $x = Bz$. Consequently, $z = B^{-1}x$ where
\[ B^{-1} = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ 1 & 1 & \cdots & 1 \\ & 1 & \cdots & 1 \\ & & \ddots & \cdots \\ & & & 1 \end{bmatrix}. \]

Then we have
\[ LB = \begin{bmatrix} l_1 \\ l_1 & l_2 - l_1 \\ l_1 & l_2 - l_1 & l_3 - l_2 \\ \vdots & \vdots & \vdots \\ l_1 & l_2 - l_1 & l_3 - l_2 & \cdots & l_{N'} - l_{N'-1} \end{bmatrix} = B^T C \]
where $C = \text{diag}(c_1, c_2, \ldots, c_{N'})$ and $c_1 = l_1$, $c_n = l_n - l_{n-1}$ for $n = 2, \ldots, N'$. According to part (i), $c_n > 0$ for all $n$. Hence, the eigenvalue problem for $L$ reduces to the generalized eigenvalue problem
\[ \mu C z = B^T B z \]
where $\mu = 1/\kappa$. The matrix $B^T B$ has the structure,
\[ B^T B = \begin{bmatrix} 1 & -1 \\ -1 & 2 & -1 \\ & 2 & \ddots & -1 \\ & & \ddots & -1 \\ & & & 2 \end{bmatrix}. \]
(b) (Solution of the eigenvalue problem for $B^T B$)

Let $P = (e_{N'}, e_{N'-1}, \ldots, e_1)$ be the permutation matrix consisting of the unit vectors $e_n$ in reversed order. Then it holds $P^T P = I$ and $H = P^T B^T B P$ has the same spectrum as $B^T B$. One computes

$$H = \begin{bmatrix}
2 & -1 & \cdots & -1 \\
-1 & 2 & \cdots & \cdot \\
\cdot & \cdots & \cdot & -1 \\
-1 & \cdots & 1 & 2 \\
\cdot & \cdots & 2 & -1
\end{bmatrix}.$$ 

Let $\nu$ be an eigenvalue of $H$. By Gerschgorin’s theorem, e.g. [10, Theorem 7.2.1], $\nu \in [0, 4]$ for all eigenvalues. Therefore, $\frac{1}{2}(2 - \nu) \in [-1, 1]$. Hence, there exists a unique $\theta \in [0, \pi]$ such that $\cos \theta = \frac{1}{2}(2 - \nu)$. Let $u \in \mathbb{R}^{N'}$ be a corresponding eigenvector. Setting $u_0 = 0$ it holds

$$-u_{n-1} + (2 - \nu) u_n - u_{n+1} = 0, \quad n = 1, \ldots, N' - 1,$$
$$-u_{N'-1} + (1 - \nu) u_{N'} = 0.$$ 

The first equation becomes

$$u_{n-1} - 2 \cos \theta u_n + u_{n+1} = 0, \quad n = 1, \ldots, N' - 1.$$ 

The general solution of this difference equation is

$$u_n = a \sin n\theta + b \cos n\theta$$

for real constants $a, b$ with $a^2 + b^2 \neq 0$. Invoking the condition $u_0 = 0$ we obtain $b = 0$. Since then $a \neq 0$, the last equation can be rewritten as

$$-u_{N'-1} + (1 - \nu) u_{N'} = -\sin(N' - 1)\theta + (2 \cos \theta - 1) \sin N'\theta = 0.$$ 

Then

$$0 = -\sin N'\theta \cos \theta + \cos N'\theta \sin \theta + (2 \cos \theta - 1) \sin N'\theta$$
$$= \sin(N' + 1)\theta - \sin N'\theta$$
$$= 2 \cos \frac{2N' + 1}{2} \theta \sin \frac{1}{2}\theta.$$ 

If $\sin \frac{1}{2}\theta = 0$, we would have $\theta = 0$. This in turn means $u_n \equiv 0$ in contradiction to $u$ being an eigenvector. Hence,

$$\frac{2N' + 1}{2} \theta = (2n - 1) \frac{\pi}{2}$$

for some $n \in 1, 2, \ldots, N'$. Therefore, the eigenvalues $\nu_n, n = 1, \ldots, N'$ of $B^T B$ are

$$\nu_n = 2 - 2 \cos \theta_n, \quad \theta_n = \frac{2n - 1}{2N' + 1} \pi, \quad n = 1, \ldots, N'.$$
(c) (Estimation of $\kappa_{\text{min}}$ and $\kappa_{\text{max}}$)

For estimating the generalized eigenvalues $\mu$ we use the generalized Rayleigh quotient. It holds \[9, \text{Theorem I.10.13}\]

$$
\mu_{\text{min}} = \min_{x \neq 0} \frac{x^T B^T B x}{x^T C x},
$$

$$
\mu_{\text{max}} = \max_{x \neq 0} \frac{x^T B^T B x}{x^T C x}.
$$

With $c_{\text{min}}$ and $c_{\text{max}}$ as defined in the assumptions of this lemma, we have for all $x \in \mathbb{R}^{N'}$

$$
c_{\text{min}} x^T x \leq x^T C x \leq c_{\text{max}} x^T x.
$$

Since

$$
\frac{1}{c_{\text{max}}} \nu_1 = \frac{1}{c_{\text{max}}} \min_{x \neq 0} \frac{x^T B^T B x}{x^T x} \leq \min_{x \neq 0} \frac{x^T B^T B x}{x^T C x} = \mu_{\text{min}},
$$

$$
\frac{1}{c_{\text{min}}} \nu_{N'} = \frac{1}{c_{\text{min}}} \max_{x \neq 0} \frac{x^T B^T B x}{x^T x} \geq \max_{x \neq 0} \frac{x^T B^T B x}{x^T C x} = \mu_{\text{max}},
$$

as well as $\kappa_{\text{min}} = 1/\mu_{\text{max}}$ and $\kappa_{\text{max}} = 1/\mu_{\text{min}}$ the assertion follows.

With these preparations we will be able to derive the desired estimates for the matrix $\bar{K}$ in (32).

**Proposition A.2.** The matrix $\bar{K}$ is positive semidefinite. 0 is a simple eigenvalue of $\bar{K}$. The remaining eigenvalues $\lambda$ fulfill

$$
0 < \frac{3}{2} \left(1 - \cos \frac{N - 1}{N + 1} \pi\right)^{-1} \leq \lambda \leq \frac{2}{4N^2 - 1} \left(1 - \cos \frac{1}{N + 1} \pi\right)^{-1}, \text{ N even.}
$$

$$
0 < \frac{3}{2} \left(1 - \cos \frac{N}{N + 2} \pi\right)^{-1} \leq \lambda \leq \frac{2}{4N^2 - 1} \left(1 - \cos \frac{1}{N + 2} \pi\right)^{-1}, \text{ N odd.}
$$

**Proof.** We start by considering the stiffness matrix $K$ in (31). Note that $K$ has dimension $N + 1$. The first row and column of $K$ are identical to zero. So this provides us with an eigenvalue of 0. The matrix obtained by removing the first row and column corresponds to the Gramian matrix $K'$ of the derivatives $\{P'_1, \ldots, P'_N\}$ of the Legendre polynomials $P_n$. Since $\deg P_n' = n - 1$ for $i = 1, \ldots, N$, they are linearly independent. Hence, $K'$ is nonsingular. It remains to estimate the eigenvalues of $K'$ which has dimension $N \times N$. It holds

$$
K' =
\begin{bmatrix}
k_1 & 0 & k_1 & \cdots \\
0 & k_2 & 0 & \cdots \\
k_1 & 0 & k_3 & \cdots \\
\vdots & \vdots & \vdots & \ddots \\
k_N & & & \cdots & k_N
\end{bmatrix}.
$$
The eigenvalues $\kappa$ of $K$ decompose into two independent problems: one for the even components of the eigenvectors, another one for the odd components. It is convenient to consider these two problems separately. Therefore, define the submatrices

$$K_{\text{odd}} = \begin{bmatrix} k_1 & k_1 & k_1 & \cdots \\ k_1 & k_3 & k_3 & \cdots \\ k_1 & k_3 & k_5 & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{bmatrix}, \quad K_{\text{even}} = \begin{bmatrix} k_2 & k_2 & \cdots \\ k_2 & k_4 & k_4 & \cdots \\ k_2 & k_4 & k_6 & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{bmatrix}$$

of $K$. The dimensions $N_{\text{odd}} \times N_{\text{odd}}$ of $K_{\text{odd}}$ and $N_{\text{even}} \times N_{\text{even}}$ of $K_{\text{even}}$ are given by

$$N_{\text{odd}} = N_{\text{even}} = N/2 \text{ if } N \text{ is even},$$

$$N_{\text{odd}} = (N + 1)/2, N_{\text{even}} = (N - 1)/2 \text{ if } N \text{ is odd}.$$ 

The eigenvalues $\kappa$ of both $K_{\text{odd}}$ and $K_{\text{even}}$ can be estimated using Lemma A.1.

- **$K_{\text{odd}}$** The representation of the $k_i$ in (31) gives
  $$c_1 = 2, c_2 = 10, \ldots, c_{N_{\text{odd}}} = 8N_{\text{odd}} - 6.$$ 

  By Lemma A.1,
  $$\kappa_{\text{max}} \leq \frac{4N_{\text{odd}} - 3}{1 - \cos \frac{1}{2N_{\text{odd}} + 1} \pi}, \quad \kappa_{\text{min}} \geq \frac{1}{1 - \cos \frac{N_{\text{odd}} - 1}{2N_{\text{odd}} + 1} \pi}.$$ 

- **$K_{\text{even}}$** Here, we obtain from (31)
  $$c_1 = 6, c_2 = 14, \ldots, c_{N_{\text{even}}} = 8N_{\text{even}} - 2.$$ 

  Hence, by Lemma A.1,
  $$\kappa_{\text{max}} \leq \frac{4N_{\text{even}} - 1}{1 - \cos \frac{1}{2N_{\text{even}} + 1} \pi}, \quad \kappa_{\text{min}} \geq \frac{3}{1 - \cos \frac{N_{\text{even}} - 1}{2N_{\text{even}} + 1} \pi}.$$ 

These two estimates can be combined in order to estimate the eigenvalues of $K'$:

- **$N_{\text{even}}$** In this case, $N_{\text{odd}} = N_{\text{even}} = N/2$. This provides us with the estimates
  $$\kappa_{\text{max}} \leq \max \left\{ \frac{4N_{\text{even}} - 1}{1 - \cos \frac{1}{2N_{\text{even}} + 1} \pi}, \frac{4N_{\text{odd}} - 3}{1 - \cos \frac{1}{2N_{\text{odd}} + 1} \pi} \right\} = \frac{2N - 1}{1 - \cos \frac{1}{N + 1} \pi},$$
  $$\kappa_{\text{min}} \geq \min \left\{ \frac{3}{1 - \cos \frac{N_{\text{even}} - 1}{2N_{\text{even}} + 1} \pi}, \frac{1}{1 - \cos \frac{N_{\text{odd}} - 1}{2N_{\text{odd}} + 1} \pi} \right\} = \frac{1}{1 - \cos \frac{N}{N + 1} \pi}.$$ 

- **$N_{\text{odd}}$** Here, $N_{\text{even}} = (N - 1)/2$ and $N_{\text{odd}} = (N + 1)/2$. Hence,
  $$\kappa_{\text{max}} \leq \max \left\{ \frac{2N - 3}{1 - \cos \frac{1}{N + 2} \pi}, \frac{2N - 1}{1 - \cos \frac{1}{N + 2} \pi} \right\} = \frac{2N - 1}{1 - \cos \frac{1}{N + 2} \pi},$$
  $$\kappa_{\text{min}} \geq \min \left\{ \frac{3}{1 - \cos \frac{N - 2}{N + 2} \pi}, \frac{1}{1 - \cos \frac{N - 2}{N + 2} \pi} \right\} = \frac{1}{1 - \cos \frac{N}{N + 2} \pi}.$$
Now, consider the eigenvalues of the matrix
\[
\bar{K} = M^{-1/2}KM^{-1/2}
\]
where
\[
M = \text{diag}(\|P_0\|^2, \ldots, \|P_N\|^2).
\]
Let \(0 = \lambda_0 < \lambda_1 < \cdots < \lambda_N\) be the eigenvalues of \(\bar{K}\). The generalized Raleigh quotient provides us with
\[
\lambda_1 = \min_{x \neq 0} \frac{x^T K'x}{x^T M'x} \quad \lambda_N = \max_{x \neq 0} \frac{x^T K'x}{x^T M'x}
\]
where \(K'\) and \(M'\) are obtained from \(K\) and \(M\), respectively, by deleting the first row and column. Let \(m_{\text{min}} = \min_{n=1,\ldots,N} \|P_n\|^2\) and \(m_{\text{max}} = \max_{n=1,\ldots,N} \|P_n\|^2\). Then we obtain the bounds
\[
\lambda_1 \geq \kappa_{\text{min}}/m_{\text{max}}, \quad \lambda_N \leq \kappa_{\text{max}}/m_{\text{min}}.
\]
Therefore,
\[
\lambda_N \leq \frac{1}{2}(4N^2 - 1) \begin{cases} (1 - \cos \frac{1}{N+1} \pi)^{-1}, & N \text{ even,} \\ (1 - \cos \frac{1}{N+2} \pi)^{-1}, & N \text{ odd.} \end{cases}
\]
\[
\lambda_1 \geq \frac{3}{2} \begin{cases} (1 - \cos \frac{N+1}{2} \pi)^{-1}, & N \text{ even,} \\ (1 - \cos \frac{N+2}{2} \pi)^{-1}, & N \text{ odd.} \end{cases}
\]
An asymptotic expansion of the upper bound proves the following corollary.

**Corollary A.3.** The maximal eigenvalue of \(\bar{K}\) fulfills
\[
\lambda_N \leq \frac{4}{\pi^2} N^4 + O(N^2).
\]
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