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Abstract. We propose an efficient and reliable technique to calculate highly localized Whispering Gallery Modes (WGMs) inside an oblate spheroidal cavity. The idea is to first separate variables in spheroidal coordinates and then to deal with two ODEs, related to the angular and radial coordinates solved using high order finite difference schemes. It turns out that, due to solution structure, the efficiency of the calculation is greatly enhanced by using variable stepsizes to better reflect the behaviour of the evaluated functions. We illustrate the approach by numerical experiments.

Keywords: Multiparameter spectral problems; Prüfer angle; finite difference schemes; variable stepsize
PACS: 02.30.Hq, 02.30.Jr, 02.60.Cb, 02.60.Lj, 02.70.Bf

INTRODUCTION

Recently [4], we reported on the progress in the calculations of the Whispering Gallery Modes inside a prolate spheroidal cavity. The calculation of such modes is difficult, since the model equation exhibits full variety of oscillations, while the WGMs are localized inside a very narrow strip in the near-equatorial domain of a cavity and show extremely large gradients inside this exited domain. When computing WGMs directly, one has not only to calculate rapidly changing solutions, but also to perform a tiresome selective work, choosing the WGM eigen-frequencies among thousands or millions of others. Fortunately, the scalar Helmholtz equation is separable in spheroidal coordinates and therefore, the eigen-oscillations can be represented as a product of components each depending on its own single variable. The search of highly localized oscillations is easy to formulate in terms of separated equations: only those modes are of interest that are formed by exactly one fast oscillating component, while the remaining components are practically non-oscillatory.

OBLATE SPHEROIDAL COORDINATES AND OBLATE SPHEROIDAL WAVE FUNCTIONS

Following [6], we introduce the oblate spheroidal coordinates $\xi, \eta, \phi$ via their relations to the Cartesian coordinates:

\[ x = \frac{d}{2} \sqrt{(\xi^2 + 1)(1 - \eta^2)} \cos \phi, \quad y = \frac{d}{2} \sqrt{(\xi^2 + 1)(1 - \eta^2)} \sin \phi, \quad z = \frac{d}{2} \xi \eta. \]

Here $\xi \in [0, \infty), \eta \in [-1, 1], \phi \in [0, 2\pi)$. The corresponding coordinate surfaces are confocal one-sheeted hyperboloids of revolution and oblate spheroids, with $d$ being the distance between the foci. The cavity of the resonator is bounded by the oblate spheroidal surface $\xi = \xi_s$.

The separation of variables leads to two oblate spheroidal wave equations, one depending on the radial ($\xi$) and the other on the angular ($\eta$) coordinate, respectively,

\[ \frac{d}{d\eta} \left( (1 - \eta^2) \frac{d}{d\eta} S \right) + \left[ \lambda - \omega^2 (1 - \eta^2) - \frac{m^2}{1 - \eta^2} \right] S = 0, \quad -1 < \eta < 1, \quad (1) \]

\[ \frac{d}{d\xi} \left( \xi^2 + 1 \right) \frac{d}{d\xi} R + \left[ \omega^2 (\xi^2 + 1) - \lambda + \frac{m^2}{\xi^2 + 1} \right] R = 0, \quad 0 < \xi < \xi_s, \quad (2) \]
Though separated, these equations remain coupled through the separation constant \( \lambda \) and the eigen-frequency \( c, c = kd/2 \), with \( k \) being the wave number. The angular equation has two singular points, \( \eta = \pm 1 \). If a solution to the angular equation bounded at the endpoints of the interval exists, then it is either odd or even. This reduces the consideration of (1) posed on the half-interval \((0, 1)\) subject to one of the following boundary conditions sets:

\[
S'(0) = 0, \quad |S(\eta)| < \infty, \quad \eta \to 1 \quad \text{or} \quad S(0) = 0, \quad |S(\eta)| < \infty, \quad \eta \to 1.
\]

Note that the parity of the angular function reflects the parity of the entire solution of the Helmholtz equation [4]. If this solution exhibits oscillations concentrated around the equatorial line of the spheroid, assuming their maximum on the equator, then its angular part is an even function with \( S'(0) = 0 \). Also, the radial function must correspond to the parity of a solution to the Helmholtz equation.

The boundary conditions the solution of the Helmholtz equation satisfies on the surface of the spheroidal cavity provide the boundary conditions, either Dirichlet or Neumann, for the radial function \( R \) at \( \xi = \xi_s \). This means

\[
R'(0) = 0, \quad R(\xi_s) = 0 \quad \text{or} \quad R'(0) = 0, \quad R'(\xi_s) = 0.
\]

Equations (1), (2) form a singular self–adjoint two–parameter Sturm–Liouville problem, combined with four possible choices of the boundary conditions. From the theory on multi–parameter spectral problems [8] it is possible to prove that, for a fixed pair of indexes \( l, n \in \mathbb{N} \), the functions \( S_m(\eta) \) and \( R_n(\xi) \) exist and satisfy (1), (2), where \( l \) and \( n \) represent the number of oscillations within their definition intervals, respectively. We note that in order to guarantee uniqueness, both angular and radial function are normalized by

\[
\int_{-1}^{1} S^2(\eta) d\eta = 1, \quad \int_{i}^{\xi_s} R^2(\xi) d\xi = 1.
\]

**BOUNDARY CONDITION IN THE SINGULAR POINT**

Since (1) is symmetric with respect to 0 and singular in 1, we solve it on the interval \([0, 1 - \delta_\eta]\) for a fixed small \( \delta_\eta > 0 \). Here, the singularity at the point \( \eta = 1 \) is regular [5]. All bounded solutions of (1) at the singular point \( \eta = 1 \) satisfy the same modified logarithmic derivative \( \beta_\eta(\eta) \) defined as \( (1 - \eta^2) \frac{d}{d\eta} S(\eta) = \beta_\eta(\eta) S(\eta) \). We point out that the logarithmic derivative \( \beta_\eta \) of any solution to (1) satisfies the Riccati equation,

\[
\beta'(\eta) + \frac{\beta^2(\eta)}{1 - \eta^2} + Q_\eta(\eta) = 0,
\]

where \( Q_\eta(\eta) = \lambda - c^2(1 - \eta^2) - \frac{m^2}{1 - \eta^2} \). In the vicinity of \( \eta = 1 \), \( \beta \) is expanded into the power series

\[
\beta(\eta) = \sum_{k=0}^{\infty} \beta_k (1 - \eta)^k,
\]

where \( \beta_0 = \beta_\eta(1) = -m \) and \( \beta_1 = -\beta'\eta(1) = \frac{\lambda}{1 + m} \) are known [7]. Consequently, using (7), boundary conditions for the equation (1) posed in the singular point \( \eta = 1 \), can be transferred to a closely located regular point \( 1 - \delta_\eta \).

**NUMERICAL SOLUTION USING VARIABLE STEPSIZE FINITE DIFFERENCES**

We follow the approach already used in [3, 4] to approximate the prolate spheroidal wave function, using the step adaptation strategy proposed in [1]. For the angular \( S \) and radial \( R \) equations, we consider grids with \( n_S \) and \( n_R \) (initially equidistantly spaced) points, respectively. Equations (1), (2) are discretized by means of finite difference schemes of high order given by

\[
y^{(v)}(x_i) \simeq y_i^{(v)} = \frac{1}{h_{x,j}} \sum_{j=-s}^{r} a_{x,j}^{(v)} y_{i+j}, \quad h_{x,j} = x_i - x_{i-j},
\]
where $v = 1, 2$ and $(x,y) = \{(\eta, S), (\xi, R)\}$. Here, $\alpha_{i,r}^{(v)}$ are the coefficients chosen to provide a possibly high consistency order and $\gamma_i$ are approximations for $S(\eta_i)$ or $R(\xi_i)$. The values of $s$ and $r$ are related to the order of the formula and its stability properties. Here, when possible, we choose $r = s$. Moreover, in the next section the considered method is of order 8.

The discretization of (1), (2) (the first equation is solved in $[0, 1]$) together with boundary conditions (3), (4) and (7) (right condition posed in point $1$) and the numerical approximation of the normalization conditions (5) give rise to the following discrete problem

\[(I - D_0^2)A_\eta - 2D_\eta B_\eta + \lambda I + c^2(I - D_0^2) - m^2(I - D_0^2)^{-1})S = 0,\]
\[(D_0^2 + I)A_\xi + 2D_\xi B_\xi + c^2(D_0^2 + I) - \lambda I + m^2(D_0^2 + I)^{-1})R = 0,\]
\[h_1S^T D_1 S = 0,\]
\[h_2R^T D_2 R = 0.\]

Here, (9) - (12) form the nonlinear $(n_S + n_R + 2) \times (n_S + n_R + 2)$ system for the unknowns $S = [S(\eta_1), S(\eta_2), \ldots, S(\eta_{n_S})]$, $R = [R(\xi_1), R(\xi_2), \ldots, R(\xi_{n_R})]$, $\lambda$, and $c^2$. Matrices $D_0$ are diagonal and contain the discretization of $\eta$ and $\xi$, while the diagonal matrices $D_1$ and $D_2$ are related to the quadrature formulae approximating (5). Matrices $A_\eta$ and $B_\eta$ contain the coefficients of the methods. As in [3, 4] an initial approximation for $\lambda$ and $c^2$, with an error of $10^{-6}$, is provided from the Prüfer angle technique. Therefore, we solve the decoupled problems (9) and (10) separately. Since now these problems are linear, we can start with only 20 equidistantly spaced grid points and obtain a first rough approximation for $S$ and $R$, where for efficiency reasons the stepsizes are adapted to reflect the oscillations of the eigenvectors occurring only in a very small part of the interval. The step adaptation strategy is based on the equidistribution of the estimated absolute global error of the eigenvectors computed by using two methods of consecutive even order. Next, a Newton iterative method is applied to solve the complete nonlinear system (9) - (12) in order to solve for $S$, $R$, $\lambda$ and $c^2$ simultaneously up to the desired accuracy. In this last phase the same mesh adaptation strategy is applied.

**ADAPTING THE STEPSIZE**

The mesh adaptation strategy is based on an estimate of the absolute global error in the angular and radial functions obtained using two finite difference schemes of different order. First, we assume that a good approximation for the parameter pair $(\lambda, c^2)$ is available from the Prüfer angle technique. Then taking an initially constant stepsize for both integration domains, we solve the decoupled systems (9) and (10) and normalize the solution using (11) and (12) afterwards. The starting numerical approximation for $S$ and $R$ are computed using $n_S = n_R = 20$ equidistant points. Then the nonlinear system (9) - (10) is solved two times using two methods of different order to provide the estimate for the discretization error in the angular and radial functions. The well-known idea of the error equidistribution results in a piecewise constant grid of $n_S$ and $n_R$ points clustered in $N_S$ and $N_R$ blocks with constant stepsizes $h_t$ and $h_\tau$, respectively, in the $t-$th and $\tau-$th blocks, where $t = 1, \ldots, N_S$, $\tau = 1, \ldots, N_R$. This numerical procedure is carried out until the desired accuracy $TOL$ is satisfied. We point out that the nonlinear system (9) - (12) is solved iteratively using the Newton method, which works very well, because the starting approximation for $(\lambda, c^2)$ has an adequate quality.

**NUMERICAL SIMULATION**

We have performed several numerical tests to illustrate the performance in case of constant and variable meshes. We have focused our attention on small values of $l$ and $n$, where the solution is essentially zero in almost all the domain, see FIGURE 1, where two models with $l = n = 0$ and $l = n = 2$ are considered. The azimuthal mode number, $m$, related to the fast oscillating component $e^{im\phi}$ was chosen between $m = 100$ and $m = 500$. In TABLE 1, we compare the methods using constant and variable grids. We have first solved five model problems on adapted grids using the strategy described in the pervious sections. The starting meshes were uniform with $n_S = n_R = 20$ points and we used a method of order 8 until the $TOL = 10^{-8}$ has been satisfied. These results are highlighted bold face. The absolute errors for the angular and radial functions and the relative errors for the parameters $(\lambda, c^2)$ are also specified. Then, we have solved the problems using constant meshes with the same number of points to see how the accuracy deteriorates. These results are displayed below the bold face line. The estimated number of the required equidistant points necessary to obtain the original accuracy of around $10^{-8}$ is shown in the subsequent line.
FIGURE 1. $S(\eta), R(\xi)$ obtained on adapted mesh: $m = 100, \xi_s = 2, l = 2, n = 2, S'(0) = 0, R'(0) = 0, R'(\xi_s) = 0$ (left plot), $m = 100, \xi_s = 2, l = 0, n = 0, S'(0) = 0, R'(0) = 0, R'(\xi_s) = 0$ (right plot).

TABLE 1. Numerical results on adapted meshes (in bold) and uniform meshes

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\xi_s$</th>
<th>$l$</th>
<th>$n$</th>
<th>$n_S$</th>
<th>$n_R$</th>
<th>Error $S'(0)$</th>
<th>Error $R'(0)$</th>
<th>Error $\lambda$</th>
<th>Error $c^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>196</td>
<td>296</td>
<td>1.28e-06</td>
<td>8.27e-08</td>
<td>1.86e-06</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.43e-12</td>
<td>6.00e-12</td>
<td>1.39e-10</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>202</td>
<td>517</td>
<td>1.20e-05</td>
<td>2.53e-07</td>
<td>2.76e-07</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>800</td>
<td>1200</td>
<td>4.93e-11</td>
<td>5.11e-08</td>
<td>1.38e-11</td>
<td>3.33e-10</td>
</tr>
<tr>
<td>100</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>160</td>
<td>208</td>
<td>3.93e-08</td>
<td>1.75e-06</td>
<td>8.11e-08</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>600</td>
<td>700</td>
<td>1.35e-12</td>
<td>9.33e-13</td>
<td>4.36e-12</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>204</td>
<td>259</td>
<td>8.61e-07</td>
<td>2.44e-07</td>
<td>1.28e-06</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>800</td>
<td>900</td>
<td>2.75e-11</td>
<td>1.45e-11</td>
<td>7.61e-11</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>98</td>
<td>142</td>
<td>1.06e-07</td>
<td>1.99e-09</td>
<td>5.63e-09</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.35e-10</td>
<td>1.02e-12</td>
<td>1.05e-12</td>
<td></td>
</tr>
</tbody>
</table>

The following conclusion is now in place: The combination of the Prüfer angle technique and high order variable stepsize finite difference schemes allows to efficiently and accurately solve the problem. This result is in agreement with [2, 3, 4]. Using adapted meshes greatly reduces the required number of grid points. This also implies that the discrete problems are of smaller dimension which results in a smaller condition number of matrices involved in the Newton iteration. Consequently, the computed solutions are more accurate.
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