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Abstract

We consider time harmonic wave equations in cylindrical waveguides with physical solutions for which the signs of group and phase velocities differ. Standard transparent boundary conditions, e.g. the Perfectly Matched Layers (PML) method select modes with positive phase velocity, and hence they yield stable, but unphysical solutions for such problems.

We derive an infinite element method for a physically correct discretization of such waveguide problems which is based on a Laplace transform in propagation direction. In the Laplace domain the space of transformed solutions can be separated into a sum of a space of incoming and a space of outgoing functions where both function spaces are curved Hardy spaces. The curved Hardy space is constructed such that it contains a simple and convenient Riesz basis with moderate condition numbers.

In this paper the new method is only discussed for a one-dimensional fourth order model problem. Exponential convergence is shown. The method does not use a modal separation and works on an interval of frequencies. Numerical experiments confirm exponential convergence and exhibit moderate condition numbers.

1 Introduction

This paper was initiated by the study of infinite elastic waveguides (see e.g. [1, 7]). For finite element simulations the computational domain has to be truncated, and some type of transparent boundary condition has to be imposed. Frequently the Perfectly Matched Layer (PML) method is used, which selects modes of positive phase velocity $\omega/k$, where $\omega$ is the frequency and $k$ the wave-number in the direction of radiation. However, a plot of the dispersion curves $k(\omega)$ (see Fig. 1) shows that there are modes with negative group velocity $\partial \omega/\partial k$ and positive phase velocity $\omega/k$ for certain frequencies $\omega$. Typically physical modes are characterized by a positive group velocity.
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Figure 1: The first four symmetric and first four antisymmetric dispersion curves of a two-dimensional semi-infinite elastic wave-guide with width $H = 1$, density $\rho = 1$, Young’s module $E = 1$, and Poisson ratio $\nu = 0.2$. Modes corresponding to the blue solid part of the dispersion curves have positive phase velocity $\omega / k$ and positive group velocity $\partial \omega / \partial k$. Modes corresponding to the red dashed part of the dispersion curve have positive phase and negative group velocity.

Therefore, standard PML fails in such cases as it picks modes with positive phase velocity. For the same reason standard Hardy space infinite elements (see [11, 12]) fail.

For the particular problem of a two dimensional elastic wave-guide methods based on precomputation and separation of the problematic mode have been suggested [4, 17]. However, these methods have some disadvantages. In particular, the precomputation step has to be repeated for each frequency $\omega$, and these methods cannot be used in a straightforward manner for the solution of eigenvalue problems where $\omega$ is unknown.

The purpose of this paper is to derive a method which is independent of the frequency in an interval of frequencies. First ideas into this direction were made in [8, 9]. The method takes advantage of the greater flexibility of the Hardy space formulation compared to PML and uses a curved Hardy space to accommodate for the special structure of the admissible wave numbers. Our method is applicable to time harmonic wave equations in cylindrical waveguides for which the pattern of admissible and inadmissible wave numbers has the same structure as in this paper on a certain frequency interval. In particular, it can be used for the computation of eigenvalues and resonances. We have successfully applied it to the elastic waveguide problem mentioned above using the high-order finite element code Netgen/NgSolve [16], see the software module ngs-waves [14]. Details will be reported elsewhere. Here we will explain our method only for probably the simplest time harmonic wave equation which exhibits the phenomenon of group and phase velocities of different signs, a fourth order ordinary differential equation.

The remainder of this paper is organized as follows: In §2 we introduce our model problem, motivate a modal radiation condition and formulate an equivalent pole condition in the Laplace domain using a curved Hardy space. In the following section we derive a variational formulation of our model problem in the curved Hardy space (Theorem 3.4). In §4 we specify our choices of the basis and the precise curve characterizing the curved Hardy space and show that our basis is a Riesz basis (Theorem 4.7). With these preparations we can prove exponential convergence of the proposed method in §5. Numerical experiments in §6 confirm the convergence rates, show small condi-
tion numbers and illustrate the dependence of our methods on the parameters, before we end with some conclusions. Our paper contains two appendices: Results on standard and curved Hardy spaces are collected in Appendix A, and results on Toeplitz operators in Appendix B.

2 Model problem

The main difficulty in a non-modal numerical simulation of infinite elastic waveguides is the existence of waveguide modes for which the signs of group and phase velocity differ. In order to mimic this essential difficulty in a simple, one dimensional setting, we are looking for solutions $u \in L^2_{\text{loc}}(\mathbb{R}_+)$ to

$$\left(1 + (-\partial_x^2 - \xi^2)^2\right)u(x) = \omega^2 u(x), \quad x > 0,$$

(1a)

$$\left(\mathcal{B}_1 u \mathcal{B}_2 u\right) = \left(\tilde{\omega}_1 \tilde{\omega}_2\right),$$

(1b)

$u$ satisfies a radiation condition.

(1c)

$\omega > 0$ is the angular frequency, $\xi > 0$ a fixed model parameter, $\tilde{\omega}_1, \tilde{\omega}_2 \in \mathbb{C}$ given boundary data, and $\mathcal{B}_j$ for $j = 1,2$ are linearly independent trace operators. We will specify the abstract radiation condition (1c) later in Def. 2.1 and equivalently in Def. 2.2. We will always assume in the following that

$$\omega \notin \{1, \sqrt{\xi^4 + 1}\}.$$ (2)

Then, (1a) has the four fundamental solutions $x \mapsto e^{i k(\omega) x}$ with

$$k(\omega) = \pm \sqrt{\xi^2 \pm \sqrt{\omega^2 - 1}}.$$ (3)

The numbers $k(\omega)$, called wave-numbers, are the intersections of the symbol $k \mapsto 1 + (k^2 - \xi^2)^2$ of the differential operator with the $\omega^2$, see Figure 2(a). Since both signs occur, the choice of the branch cut in the definition of the complex square root function does not matter.

To obtain unique solvability of (1) it is necessary to select two of the four modes $e^{i k(\omega)}$. If $k(\omega)$ has a non-zero imaginary part, the choice is easy: If $\Im(k(\omega)) > 0$ the mode $e^{i k(\omega)}$ is called evanescent and will be regarded as ‘physical’, whereas if $\Im(k(\omega)) < 0$, the mode is exponentially increasing and will be regarded as ‘unphysical’. Solutions $e^{i k(\omega)}$ with $\Im(k(\omega)) = 0$ are called guided modes, and here the choice is less obvious. One way to construct a physical decision criterion is to resort to the limiting absorption principle and replace $\omega$ by $\omega + i \varepsilon$ with a (small) absorption parameter $\varepsilon > 0$. Under assumption (2) $k(\omega)$ is analytic at $\omega$, $\partial_\omega k(\omega) \neq 0$, and

$$k(\omega + i \varepsilon) \approx k(\omega) + i \partial_\omega k(\omega) \varepsilon.$$ (4)

Therefore, $e^{i k(\omega + i \varepsilon)}$ is exponentially decaying if $\partial_\omega k(\omega) > 0$ and exponentially increasing if $\partial_\omega k(\omega) < 0$. $\frac{1}{\partial_\omega \omega(k(\omega))}$ is the reciprocal of the group velocity $\partial \omega / \partial k$, and in particular both have the same sign. Hence, the limiting absorption
principle selects guided modes if and only if they have positive group velocity \( \partial \omega / \partial k \) (rather than positive phase velocity \( \omega / k \)).

We summarize our discussion in the following definition:

**Definition 2.1 (modal radiation condition).** Suppose (2) holds true. We call the solution \( x \mapsto e^{i\omega(x)t} \) to (1a)

\[
\text{outgoing mode: } \begin{cases} 
\Re(k(\omega)) > 0, & \text{if } k(\omega) \notin \mathbb{R} \\
\omega k(\omega) > 0, & \text{if } k(\omega) \in \mathbb{R} 
\end{cases}
\]

\[
\text{incoming mode: } \begin{cases} 
\Re(k(\omega)) < 0, & \text{if } k(\omega) \notin \mathbb{R} \\
\omega k(\omega) < 0, & \text{if } k(\omega) \in \mathbb{R} 
\end{cases}
\]

A function is called outgoing if it is a linear combination of outgoing modes.

As seen in Figure 2 we can distinguish for solutions \( u \) to (1a) three cases:

1. \( \omega \in (0, 1) \). All wave-numbers have non-vanishing real and imaginary parts, and an outgoing solution is a superposition of two evanescent functions.

2. \( \omega \in (1, \sqrt{\zeta^4 + 1}) \). All wave-numbers are real. An outgoing solution may contain both a guided mode with \( k > \zeta > 0 \) and a guided mode with \( k \in (-\zeta, 0) \).

3. \( \omega > \sqrt{\zeta^4 + 1} \). Two wave-numbers are real and two wave-numbers are purely imaginary. An outgoing solution is a superposition of an evanescent mode and a guided mode with \( k(\omega) > \sqrt{2}\zeta \).

The second case is the problematic one because in this case an outgoing solution \( u \) may contain a mode with positive phase velocity and a mode with negative phase velocity.

Since our aim is a numerical simulation of (1) without using the modes, we reformulate the modal radiation condition using a certain Hardy space. Roughly speaking the Hardy space \( H^-(\Gamma) \) of an unbounded curve \( \Gamma \subset \mathbb{C} \) (see Figure 2(b)) is the set of \( L^2(\Gamma) \)-boundary functions of functions, which are holomorphic below \( \Gamma \). We refer to the Appendix A for the exact definition and the details of such Hardy spaces.

**Definition 2.2 (pole condition).** Let \( \Gamma_\zeta \) be an oriented curve fulfilling Assumption A.5 with domain \( \Gamma^+_{\zeta} \) on the right and \( \Gamma^-_{\zeta} \) on the left as in Figure 2(b) such that

\[
-i(0, \zeta) \cup \mathbb{R} \cup i(\zeta, \infty) \cup \left\{ x - i\sqrt{x^2 + \zeta^2}, x \in \left[ -\sqrt{\frac{1}{2}(\sqrt{\zeta^4 + 1} - \zeta^2)}, 0 \right] \right\} \subset \Gamma^-_{\zeta}.
\]

Moreover, let \( H^-(\Gamma_\zeta) \) be the Hardy space of \( \Gamma_\zeta \) as defined in Def. A.7 and \( \mathcal{L} u(x) := \int_{\mathbb{R}^+} u(x)e^{-\alpha x}dx \) be the Laplace transform.

A function \( u \) satisfies the pole condition w.r.t. \( \Gamma_\zeta \) if the Laplace transform \( \mathcal{L} u \) of \( u \) exists for sufficiently large \( \Re(s) \) and has a holomorphic extension to \( \Gamma^-_{\zeta} \) such that \( \mathcal{L} u \in H^-(\Gamma_\zeta) \).
Figure 2: (a): dispersion curve of the model problem with $\zeta = 1$, blue dashed part has positive group velocity, red dashed-dotted part has negative group velocity; (b): $ik(\omega)$ for outgoing waves (see Definition 2.1) are marked by blue dashed lines, and values of $ik(\omega)$ for incoming waves are marked by red dashed-dotted lines.

(4) ensures that $\Gamma^+_{\zeta}$ contains the outgoing wave-numbers as in Figure 2(b). Hence due to $(\mathcal{L} e^{ikx})(s) = \frac{1}{s-ir}$ and Lemma A.8(4) the modal radiation condition 2.1 and the pole condition 2.2 are equivalent for solutions to (1a).

**Remark 2.3.** In [2] a modified PML is proposed for convected Helmholtz equations. It is more flexible as a standard linear PML, since it allows to chose complex wave-numbers with negative and positive real part at the same time. Nevertheless, for this modified PML wanted (physical) wave-numbers still have to be separated by a straight line from the unwanted (unphysical) wave-numbers. This is neither the case for our model problem (see Fig. 2(b)) nor for an elastic wave-guide problem.

### 3 Variational formulation

For numerical purposes it is convenient to reformulate (1) into a system of boundary value problems of order 2. To this end we define $v := \frac{1}{\sqrt{\omega^2 - 1}} (-\frac{\partial}{\partial x} z^2) u$ and note that (1) is equivalent to finding $u, v \in H^2_{\text{loc}}(\mathbb{R}^+)$ such that

\begin{align}
\left( -\frac{\partial}{\partial x} z^2 - \sqrt{\omega^2 - 1} \right) (u) &= 0, \quad x > 0, \\
\mathcal{B} (u) &= (w_2^1), \\
\mathcal{L} u, \mathcal{L} v &\in H^{-1}(\Gamma_{\zeta}).
\end{align}

The trace operator $\mathcal{B}$ is of no importance for the method, but we need to assume that it is chosen such that problem (5) is well-posed. For simplicity we choose in the fol-
Although the inhomogeneity arising in (5) can be simplified by the decomposition into two separated problems but keep the difficulty with the curved Hardy space. This radiation condition is correct if and only if the case of two decaying modes occurs.

**Remark 3.2.** We could simplify (5) a lot by introducing the new unknowns \( \tilde{u} := u + v \) and \( \tilde{v} := u - v \) since then (5a) becomes diagonal

\[
\begin{pmatrix}
-\frac{1}{\sqrt{w^2-1}} & 0 \\
0 & -\frac{1}{\sqrt{w^2-1}}
\end{pmatrix}
\begin{pmatrix}
\tilde{u} \\
\tilde{v}
\end{pmatrix} = 0.
\]

We have used here that \( \xi^2 \pm \sqrt{w^2-1} = k_\pm(\omega)^2 \) for the two outgoing wave-numbers in (3).

Hence, instead of a system of differential equations only two separated equations have to be solved. Moreover, in this case the radiation condition (5c) could be replaced by two different radiation conditions \( \mathcal{L} \tilde{u} \in H^-((1 - i)\mathbb{R}) \) and \( \mathcal{L} \tilde{v} \in H^+((1 + i)\mathbb{R}) \) with comparatively simple Hardy spaces of a complex half plane (see Def. A.3). Such problems can be solved with the standard Hardy space method sketched in the next subsection as well as with a standard complex scaling method.

Nevertheless, in order to keep the difficulties arising e.g. in elastic waveguide problems, we will use the more complicated formulation (5) and in particular the radiation condition (5c) with a curved Hardy space \( H^-((\Gamma_\xi^-)) \). Only in the proofs of Theorem 3.4 and Lemma 5.1, which are only valid for this particular problem, we will make use of the decomposition into two separated problems but keep the difficulty with the curved Hardy space.

### 3.1 Variational formulation in \( H^-((\Gamma_\xi^-)) \)

Even though in the radiation condition Def. 2.2 the Hardy space \( H^-((\Gamma_\xi^-)) \) of a curved complex half plane bounded by \( \Gamma_\xi^- \) is used (see Fig. 2(b)), we will first present here the standard one-dimensional Hardy space method. This radiation condition is correct if there is only one guided mode (case 3) and \( k_0 \in \mathbb{C} \) is chosen such that \( \Re(k_0), \Im(k_0) > 0 \).
The method is formulated in [11, Sec. 2] for solutions to the one-dimensional Helmholtz equation in the Hardy space of the complex unit disk $H^+(S^1)$ using the Möbius transformation $\mathcal{M}_{k_0} : H^-(k_0\mathbb{R}) \to H^+(S^1)$ defined in Def. A.3. Roughly, it works there as follows:

1. **transformation to the Hardy space:** The integral identity in [11, Lemma A.1]

$$\int_0^\infty f(x)g(x)dx = \frac{-i}{2\pi} \int_{k_0\mathbb{R}} (\mathcal{L} f)(s) (\mathcal{L} g)(-s)ds$$

$$= \frac{-iK_0}{\pi} \int_{S^1} (\mathcal{M}_{k_0} \mathcal{L} f)(z) (\mathcal{M}_{k_0} \mathcal{L} g)(z)|dz|$$

(7)

is used for solution and test functions as well as their derivatives to show that for a weak solution $u \in H^+_{loc}(\mathbb{R})$ of the Helmholtz problem the function $\mathcal{M}_{k_0} \mathcal{L} u \in H^+(S^1)$ solves a variational equation with sufficiently well-behaved test functions.

2. **separation of Dirichlet values:** For the operators $\mathcal{F}_\pm : \mathbb{C} \oplus H^+(S^1) \to H^+(S^1)$ defined by

$$\left(\mathcal{F}_\pm \left(\begin{array}{c} f_0 \\ \frac{p}{f} \end{array}\right)\right) (z) := \frac{1}{2} \left(f_0 + (z \pm 1)f(z)\right), \quad z \in S^1, \left(\begin{array}{c} f_0 \\ \frac{p}{f} \end{array}\right) \in \mathbb{C} \oplus H^+(S^1)$$

and an outgoing solution $u$ of the Helmholtz problem it can be shown that $\mathcal{M}_{k_0} \mathcal{L} u \in \text{ran}(\mathcal{F}_-), \mathcal{M}_{k_0} \mathcal{L} u' \in \text{ran}(\mathcal{F}_+)$ and

$$\mathcal{M}_{k_0} \mathcal{L} u = \frac{1}{ik_0} \mathcal{F}_- \left(\begin{array}{c} u(0) \\ U \end{array}\right), \quad \mathcal{M}_{k_0} \mathcal{L} u' = \mathcal{F}_+ \left(\begin{array}{c} u(0) \\ U \end{array}\right),$$

for some $U \in H^+(S^1)$ (see [11, eq. (2.9) and eq. (2.14)]. Choosing $u(0)$ and $U$ as unknowns leads to a variational equation with a continuous bilinear form on $(\mathbb{C} \oplus H^+(S^1))^2$.

3. **density:** By [11, Lemma A.2] for $f_{a\lambda}(x) := f(0)e^{\lambda x} + a(e^{\lambda x} - e^{\lambda x})$ with a suitable, fixed $\lambda_0 \in \mathbb{C}$ and arbitrary $a \in \mathbb{C}$ and $\lambda$ in a suitable non-empty, open subset of $\mathbb{C}$, the test functions $\mathcal{M}_{k_0} \mathcal{L} f_{a\lambda} \in H^+(S^1)$ are dense in $H^+(S^1)$ and therefore the variational formulation is valid for all test functions in $\mathbb{C} \oplus H^+(S^1)$.

4. **uniqueness:** The variational formulation in $H^+(S^1)$ is uniquely solvable with solution $(u_0, U)^T \in \mathbb{C} \oplus H^+(S^1)$ and $u_0 = u(0)$ for a strong solution $u \in H^2_{loc}(\mathbb{R})$ of the Helmholtz problem. In other words, the Hardy space variational formulation ensures the correct Dirichlet value at 0.

5. **discretization:** Then a Galerkin method with the finite dimensional subspace

$$W_N := \text{span}\left\{\left(\begin{array}{c} 1 \\ 0 \end{array}\right), \left(\begin{array}{c} 0 \\ 1 \end{array}\right), \ldots, \left(\begin{array}{c} 0 \\ N \end{array}\right)\right\} \subset \mathbb{C} \oplus H^+(S^1)$$

leads to exponential convergence in $N$. 
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The first three points can easily be adapted to (6). In the following we first reformulate these steps without the Möbius transform \( \mathcal{M}_{\kappa_0} : H^{-}(\kappa_0 \mathbb{R}) \to H^+(S^1) \), i.e. in \( \mathbb{C} \oplus H^{-}(\kappa_0 \mathbb{R}) \) instead of \( \mathbb{C} \oplus H^+(S^1) \). This will help to understand the variational formulation in \( \mathbb{C} \oplus H^{-}(\Gamma_v) \). The Möbius transform, which is unitary up to a constant, was introduced mainly because of the convenient orthogonal basis \( \{ e^n : n = 0, 1, 2, \ldots \} \) of \( H^+(S^1) \). In view of the subsequent generalization to a curved boundaries \( \Gamma \) we write \( \Gamma := \kappa_0 \mathbb{R} \) in the remainder of this subsection.

For simplicity, we introduce the parameter \( s_0 := i \kappa_0 \in \Gamma^+ \) and define the operators \( \mathcal{F}_m, \mathcal{F}_s : \mathbb{C} \oplus H^{-}(\Gamma) \to H^{-}(\Gamma) \) by

\[
\mathcal{F}_m\left(\frac{f}{F}\right)(s) := \frac{f_0 + F(s)}{s - s_0}, \quad \mathcal{F}_s\left(\frac{f}{F}\right)(s) := \frac{s_0 f_0 + sF(s)}{s - s_0}, \quad s \in \Gamma
\]  

(8)
such that

\[
\mathcal{F}_m\left(\frac{f}{F}\right) = \frac{1}{s_0} \mathcal{M}_{\kappa_0}^{-1} \mathcal{F}_m\left(\frac{f_0}{F}\right), \quad \mathcal{F}_s\left(\frac{f}{F}\right) = \mathcal{M}_{\kappa_0}^{-1} \mathcal{F}_s\left(\frac{f_0}{F}\right).\]  

(9)

Note that by a limit theorem of the Laplace transform applied to \( \mathcal{L} f = \mathcal{F}_m\left(\frac{f}{F}\right) \) with \( \left(\frac{f_0}{F}\right) \in \mathbb{C} \oplus H^{-}(\Gamma) \) we have

\[
\lim_{s \to 0^+} f(x) = \lim_{s \to 0^+} s \mathcal{L} f(s) = f_0.\]  

(10)

We use only the first part of (7) and define for an arbitrary matrix \( K = (K_{jk})_{jk} \in \mathbb{C}^{2 \times 2} \) the bilinear forms

\[
q(U, F) := -\frac{i}{2\pi} \int_{\Gamma} U(s)F(-s) \, ds, \quad U, F \in H^{-}(\Gamma),
\]

(11a)

\[
q_K \left(\begin{pmatrix} U_1 \\ U_2 \end{pmatrix}, \begin{pmatrix} F_1 \\ F_2 \end{pmatrix}\right) := \sum_{j,k=1}^2 K_{jk} q(U_j, F_k), \quad \begin{pmatrix} U_1 \\ U_2 \end{pmatrix}, \begin{pmatrix} F_1 \\ F_2 \end{pmatrix} \in (H^{-}(\Gamma))^2.
\]

(11b)

In particular, to transform the variational equation (6) to the Hardy space we introduce the matrix \( K := \left(\frac{\zeta^2}{\sqrt{\omega^2 - 1}} \right) \), the vector \( \begin{pmatrix} (\eta_0, U_1)^\top \\ (\eta_0, V_1)^\top \end{pmatrix}, \begin{pmatrix} (\eta_0, F_1)^\top \\ (\eta_0, G_1)^\top \end{pmatrix} \in (\mathbb{C} \oplus H^{-}(\Gamma))^2 \), and the bilinear form

\[
Q \left( \begin{pmatrix} (\eta_0, U_1)^\top \\ (\eta_0, V_1)^\top \end{pmatrix}, \begin{pmatrix} (\eta_0, F_1)^\top \\ (\eta_0, G_1)^\top \end{pmatrix} \right) := q_{id} \left( \begin{pmatrix} \mathcal{F}_m(\eta_0, U_1)^\top \\ \mathcal{F}_s(\eta_0, V_1)^\top \end{pmatrix}, \begin{pmatrix} \mathcal{F}_s(\eta_0, F_1)^\top \\ \mathcal{F}_m(\eta_0, G_1)^\top \end{pmatrix} \right) \]

\[
- q_K \left( \begin{pmatrix} \mathcal{F}_m(\eta_0, U_1)^\top \\ \mathcal{F}_s(\eta_0, V_1)^\top \end{pmatrix}, \begin{pmatrix} \mathcal{F}_m(\eta_0, F_1)^\top \\ \mathcal{F}_s(\eta_0, G_1)^\top \end{pmatrix} \right).\]

(11c)

Using arguments (1)-(3) we obtain the following:

**Lemma 3.3.** Let \( \begin{pmatrix} u \end{pmatrix} \in H^1_{\text{loc}}(\mathbb{R}_+) \) be the unique solution of (6) (respectively (5)) with the radiation condition \( \mathcal{L} u, \mathcal{L} v \in H^{-}(\Gamma) \). Then \( \begin{pmatrix} u_0 \end{pmatrix} := \mathcal{F}_m^{-1} \mathcal{L} u, \begin{pmatrix} v_0 \end{pmatrix} := \mathcal{F}_m^{-1} \mathcal{L} v \in \mathbb{C} \oplus H^{-}(\Gamma) \) solve

\[
Q \left( \begin{pmatrix} (u_0, U_1) \\ (u_0, V_1) \end{pmatrix}, \begin{pmatrix} (f_0, F_1) \\ (g_0, G_1) \end{pmatrix} \right) = -(f_0 w_1 + g_0 w_2)
\]
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for all \( (\psi \frac{\partial}{\partial x}) , (\phi \frac{\partial}{\partial x}) \) \( \in \mathbb{C} \otimes H^{-} (\Gamma) \).

We omit here to show the unique solvability of the variational formulation since we will do this for \( \mathbb{C} \otimes H^{-} (\Gamma' \chi) \) in the next subsection.

### 3.2 Variational formulation in \( H^{-} (\Gamma' \chi) \)

**Theorem 3.4** (variational formulation). Let \( \omega \in \mathbb{R}^{+} \setminus \{1, \sqrt{\chi^{2} + 1}\} \), \( \chi_{\chi} \) fulfill (4) and Assumption A.5, let \( s_{0} \in \Gamma' \chi \) and define the Hilbert space \( \mathcal{X} = \mathbb{C} \oplus H^{-} (\Gamma' \chi) \). Let the operators \( \mathcal{S}_m, \mathcal{S}_n : \mathcal{X} \rightarrow H^{-} (\Gamma' \chi) \) and the bilinear form \( Q : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{C} \) be as defined in (8), (11) with \( \Gamma' = \Gamma' \chi \) and

\[
(\mathcal{S}_m (u), (v))_\mathcal{X} := f_0 \overline{g_0} + \langle F, G \rangle_{L^2(\Gamma' \chi)} , (\mathcal{S}_n (u), (v))_\mathcal{X} \in \mathcal{X}.
\]

If \( (w) \in H^1_{loc}(\mathbb{R}^+) \) is the unique solution of (6) (respectively (5)), then \( (\mathcal{S}_m^{-1} \mathcal{F}_m u, (\mathcal{S}_n^{-1} \mathcal{F}_n v)) = (\mathcal{S}_m^{-1} \mathcal{F}_m u, (\mathcal{S}_n^{-1} \mathcal{F}_n v)) \in \mathcal{X} \)

\[
Q \left( \left( \frac{f_0}{u} \right), \left( \frac{g_0}{v} \right) \right) = -(f_0 w_1 + g_0 w_2) \quad \text{for all} \quad \left( \frac{f_0}{u} \right), \left( \frac{g_0}{v} \right) \in \mathcal{X}.
\]

Vice versa, (12) is uniquely solvable with solution \( (\frac{f_0}{u} \), \( (\frac{g_0}{v}) \) \( \in \mathcal{X} \) and there exists a solution \( (\frac{f_0}{u} \), \( (\frac{g_0}{v}) \) \( \in \mathcal{H}^2_{loc}(\mathbb{R}^+) \) to (5) such that \( u(0) = u_0 \) and \( v(0) = v_0 \).

**Proof.** The first part of the theorem is proven in the last subsection if we use the integral transformation (7) with \( \Gamma' \chi \) instead of \( \kappa_0 \mathbb{R} \) (by contour deformations), the adapted definitions of the operators \( \mathcal{S}_m, \mathcal{S}_n \) and the density lemma A.10.

We already know that (5) is uniquely solvable for arbitrary boundary values \( w_1, w_2 \). Moreover, due to the first part of the theorem, the transformed solution solves the Hardy space variational formulation. Hence, there exists a solution to (12), so the second part of the theorem is proven if this solution is unique.

Due to Remark 3.2 this is equivalent to unique solvability of the two problems

\[
q \left( \mathcal{S}_m \left( \frac{f_0}{u} \right), \mathcal{S}_n \left( \frac{f_0}{u} \right) \right) - k_{\chi} (\omega)^2 q \left( \mathcal{S}_m \left( \frac{g_0}{v} \right), \mathcal{S}_n \left( \frac{g_0}{v} \right) \right) = -(w_1 \pm w_2) f_0
\]

in \( \mathcal{X} \). Note that we are using the same curved Hardy space \( H^{-} (\Gamma' \chi) \) for both problems. (13) are equivalent to operator equations of the form \( \left( a^2 + b^2 D^2 \right) \left( \frac{f_0}{u} \right) = \left( -w_1 \pm w_2 \right) \) with \( D^2 : H^{-} (\Gamma' \chi) \rightarrow H^{-} (\Gamma' \chi) \). We show in the following implicitly that there exist unique inverses \( (D^2)^{-1} : D^2 (H^{-} (\Gamma' \chi)) \rightarrow H^{-} (\Gamma' \chi) \). Assuming this, the proof is complete since then we can use the Schur complement to reduce (13) to scalar equations for \( u_0 \). Solvability ensures uniqueness of these equations for \( u_0 \), and therefore \( (u_0, U)^\top \) is unique.

In order to construct \( D^2 \) we use the definitions (9) and (11a) such that (13) lead to

\[
\int_{\Gamma' \chi} F(-s) \left( \frac{s_0^2 - k_{\chi} (\omega)^2}{s^2 - s_0^2} \right) u_0 + \left( \frac{s^2 - k_{\chi} (\omega)^2}{s^2 - s_0^2} \right) U(s) \frac{d s}{s^2 - s_0^2} + \int_{\Gamma' \chi} f_0 \left( \frac{s_0^2 - k_{\chi} (\omega)^2}{s^2 - s_0^2} \right) u_0 + \left( \frac{s_0^2 - k_{\chi} (\omega)^2}{s^2 - s_0^2} \right) U(s) \frac{d s}{s^2 - s_0^2} = \frac{2\pi}{i} (w_1 \pm w_2) f_0.
\]
Let \( \left( \frac{n_0}{U_0} \right) \in \mathcal{D}^- \) be solutions to (14) and \( \Lambda \subset \Gamma_\zeta^- \setminus \{ -s_0, -ik_\pm(\omega) \} \) be an infinite set with cluster point. Since \( F_2(s) := (s+\lambda)^{-1}, s \in \Gamma_\zeta, \lambda \in \Lambda \), belongs to \( H^- (\Gamma_\zeta) \) due to \( \Lambda.8(4) \), we choose the test functions \( \left( \frac{0}{U_0} \right) \in \mathcal{X} \). Since for these test functions \( f_0 = 0 \), the second integral and the right hand side in (14) vanish and therefore leads to the identity

\[
- \frac{1}{2\pi i} \int_{\Gamma_\zeta} \frac{s^2 + k_\pm(\omega)^2}{(s-\lambda)(s^2-s_0^2)} U_\pm (s) ds = \left( \frac{1}{2\pi i} \int_{\Gamma_\zeta} \frac{s_0s + k_\pm(\omega)^2}{(s-\lambda)(s^2-s_0^2)} ds \right) u_0^\pm.
\]

Partial fraction decomposition for the left hand side together with \( \Lambda.8(5) \) applied to \( z = \lambda, s_0 \), and \(-s_0 \) leads to

\[
\frac{\lambda^2 + k_\pm^2(\omega)}{\lambda^2 - s_0^2} U_\pm^{vol}(\lambda) + \frac{s_0^2 + k_\pm(\omega)^2}{2s_0(\lambda + s_0)} U_\pm^{vol}(-s_0) = \text{rhs}_\pm(\lambda) u_0^\pm, \quad \lambda \in \Lambda.
\]

Note that by Lemma A.8 there is a one-to-one correspondence between \( U_\pm \) and the volume functions \( U_\pm^{vol} \) which are holomorphic in \( \Gamma_\zeta^- \). The equations for \( U_\pm^{vol} \) are solvable since there exist solutions to (14), and the solutions \( U_\pm^{vol} \) are unique since for \( \text{rhs}_\pm(\lambda) u_0^\pm = 0 \) we have \( U_\pm^{vol}(\lambda) = -\frac{(s_0^2 + k_\pm(\omega)^2)U_\pm^{vol}(-s_0)}{2s_0(\lambda - s_0)} \frac{\lambda - s_0}{\lambda + ik_\pm(\omega)} \). Due to \(-ik_\pm(\omega) \in \Gamma_\zeta^- \), \( s_0 \in \Gamma_\zeta^- \) and \( \lambda \in \Lambda \) this function is holomorphic in \( \Gamma_\zeta^- \) if and only if \( U_\pm^{vol} \equiv 0 \). Hence, there exist a unique linear mapping \( u_0^\pm \mapsto U_\pm \) and the proof is complete. \( \square \)

### 4 Choice of \( \Gamma_\zeta \) and discretization of \( H^- (\Gamma_\zeta) \)

Recall that we have formulated some conditions on \( \Gamma_\zeta \) in Ass. A.5 and Definition 2.2 depending on the parameter \( \zeta \) of the differential equation. They leave a lot of freedom in the choice of \( \Gamma_\zeta \). Let \( H_N (\Gamma_\zeta) \subset H^- (\Gamma_\zeta) \) be a finite dimensional subset of \( H^- (\Gamma_\zeta) \) and \( \mathcal{X}_N := \mathbb{C} \oplus H_N (\Gamma_\zeta) \subset \mathcal{X} \). Then, we are looking for solutions \( \left( \frac{n_0}{U_0} \right), \left( \frac{m_0}{V_0} \right) \in \mathcal{X}_N \) such that

\[
Q \left( \left( \frac{n_0}{U_0}, \frac{m_0}{V_0} \right), \left( \frac{f_0}{U_0}, \frac{g_0}{V_0} \right) \right) = -(f_0 w_1 + g_0 w_2) \text{ for all } \left( \frac{f_0}{U_0}, \frac{g_0}{V_0} \right) \in \mathcal{X}_N. \tag{15}
\]

Usually, we should first specify the correct space \( H^- (\Gamma_\zeta) \) and then define the finite dimensional subspace \( H_N (\Gamma_\zeta) \subset H^- (\Gamma_\zeta) \). Here, we go the other way around and first define some nice basis functions. In order to get stability, they will automatically lead us to a family of curves \( \Gamma_\zeta \) depending on two complex parameters, which satisfy the conditions for the parameter \( \zeta \). This also specifies the space \( H^- (\Gamma_\zeta) \).
4.1 Choice of the basis functions

Since the set of monomials \( \{ z^n \mid n \in \mathbb{N}_0, z \in S^1 \} \) is an orthogonal basis of \( H^+(S^1) \), our first step is to consider the functions

\[
\Psi_n^0(s) := (\mathcal{M}^{-1}_{k_0} \cdot s^n)(s) = \frac{2s_0}{s-s_0} \left( \frac{s+s_0}{s-s_0} \right)^n, \quad n \in \mathbb{N}_0.
\]  

(16)

The restrictions \( \Psi_n^0|_{k_0 \mathbb{R}} \) form an orthogonal of \( H^- (k_0 \mathbb{R}) \). For general \( \Gamma_\xi \) this is of course no longer true. However, at least the following holds true for general \( \Gamma_\xi \):  

**Lemma 4.1.** Suppose Ass. A.5 is satisfied and let \( s_0 \in \Gamma_\xi^+ \). Then \( \Psi_n^0 \in H^- (\Gamma_\xi) \) for all \( n \in \mathbb{N}_0 \), every finite subset of \( \bigcup_{n \in \mathbb{N}_0} \{ \Psi_n^0 \} \) is linearly independent, and

\[
H^- (\Gamma_\xi) = \operatorname{span} \bigcup_{n \in \mathbb{N}_0} \{ \Psi_n^0 \}^{H^- (\Gamma_\xi)}.
\]  

(17)

**Proof.** To show \( \Psi_n^0 \in H^- (\Gamma_\xi) \), recall from Lemma A.8(4) that \( (\bullet - s_0)^{-1} \in H^- (\Gamma_\xi) \). Since \( \frac{\Psi_n^0}{s-s_0} \) is analytic in \( s \in \Gamma_\xi^- \) and bounded in \( \Gamma_\xi^+ \), we obtain \( \Psi_n^0 \in H^- (\Gamma_\xi) \).

To show linear independence, we assume that \( \sum_{n=0}^N a_n \Psi_n^0(s) = 0 \) for some \( N \in \mathbb{N}_0 \) and \( a_n \in \mathbb{C} \). Due to Lemma A.8(5) \( \sum_{n=0}^N a_n \Psi_n^0(s) = 0 \) for all \( s \in \Gamma_\xi^- \). Choosing \( s = s_0 \) shows \( a_0 = 0 \). To show \( a_1 = a_2 = \ldots = 0 \), we repeat this argument for \( (s+s_0)^{-1} \sum_{n=1}^N a_n \Psi_n^0 \). This shows linear independence.

Denote the distance of a point \( s \in \mathbb{C} \) to a set \( M \subset \mathbb{C} \) by \( d(s,M) := \inf_{z \in M} |s-z| \). We have

\[
\frac{1}{s-\lambda} \in \operatorname{span} \bigcup_{n \in \mathbb{N}_0} \{ \Psi_n^0 \}^{H^- (\Gamma_\xi)}
\]

for all \( \lambda \) with \( |\lambda - s_0| < d(s_0, \Gamma_\xi) \). Lemma A.10 then yields the claim. For \( N \in \mathbb{N} \) we can write \( \sum_{n=0}^N a_n \Psi_n^0(s) = \sum_{n=0}^N a_n 2s_0 (s+s_0)^{N-n} (s-s_0)^n \). Since \( \Psi_n^0, n = 0 \ldots N \) are linearly independent, so are the polynomials \( 2s_0 (s+s_0)^{N-n} (s-s_0)^n = (s+s_0)^{N-1} \Psi_n^0(s), n = 0 \ldots N \). Thus span\( \bigcup_{n=0 \ldots N} \{ \Psi_n^0 \} \) = \( \{ \sum_{n=0}^N a_n s^n \mid a_n \in \mathbb{C}, n = 0 \ldots N \} \) holds. Let us define \( \tilde{a}_n \) such that the numerator of

\[
\frac{1}{s-\lambda} - \frac{\sum_{n=0}^N \tilde{a}_n s^n}{(s-s_0)^{N+1}} = \frac{(s-s_0)^{N+1} - (s-\lambda) \sum_{n=0}^N \tilde{a}_n s^n}{(s-\lambda)(s-s_0)^{N+1}}
\]

becomes constant in \( s \). Comparing coefficients shows that this is the case for the choice

\[
\tilde{a}_N^n := \sum_{k=n+1}^{N+1} \binom{N+1}{k} (-s_0)^{N+1-k} \lambda^{k-n-1}
\]

and hence

\[
\frac{1}{s-\lambda} - \frac{\sum_{n=0}^N \tilde{a}_n s^n}{(s-s_0)^{N+1}} = \frac{1}{s-s_0} \left( \frac{\lambda-s_0}{s-s_0} \right)^{N+1}.
\]
Due to $|\lambda - s_0| < d(s_0, \Gamma_\xi)$, the density of \{\Psi_n^{\delta_0}, n \in \mathbb{N}_0\} in $H^-(\Gamma_\xi)$ follows with
\[ \left| \frac{1}{\lambda - s} - \sum_{n=0}^{N} \alpha_n N \Psi_n^{\delta_0} \right|_{H^-(\Gamma_\xi)} \rightarrow 0 \text{ for } N \rightarrow \infty. \]

We know that in general the solution of Problem (12) has two poles in $\Gamma_\xi^+$. Thus in order to mimic the nature of the solution in our discrete space, it seems appropriate to choose $s_0, s_1$ with $\Re s_0 > \xi$ and $\Re s_1 \in (-\xi, 0)$ and use discrete spaces $H_N(\Gamma_\xi) = \text{span} \bigcup_{n \in \mathbb{N}_0} \{\Psi_n^{\delta_0}, \Psi_n^{\delta_1}\}$. In the standard Hardy space method, we obtain tridiagonal matrices for the mass and stiffness terms. The aim to keep this property (see subsection 4.4), leads us to use a set of “mixed” basis functions $\Psi_n^{\delta_0,\delta_1}$. With the same techniques as in the previous theorem, it is easy to show the following:

**Lemma 4.2.** Let Ass. A.5 hold true, let $s_0, s_1 \in \Gamma_\xi^+$, let $[x] := \max\{m \in \mathbb{Z} : m \leq x\}$ and
\[ \Psi_n^{\delta_0,\delta_1} := \frac{s_0 + s_1}{s - s_1} \left( \frac{s + s_0}{s - s_0} \right)^{(n+1)/2} \left( \frac{s + s_1}{s - s_1} \right)^{[n/2]}, \quad n \in \mathbb{N}_0. \] (18)

Then $\Psi_n^{\delta_0,\delta_1} \in H^-(\Gamma_\xi)$, $n \in \mathbb{N}_0$, every finite subset of $\bigcup_{n \in \mathbb{N}_0} \{\Psi_n^{\delta_0,\delta_1}\}$ is linearly independent, and
\[ H^-(\Gamma_\xi) = \text{span} \bigcup_{n \in \mathbb{N}_0} \{\Psi_n^{\delta_0,\delta_1}\}_{H^-(\Gamma_\xi)}. \] (19)

In previous versions of the method (see [8, 9]), other kinds of basis functions were used. Studying the reasons for the instability of the corresponding discrete problems led to the current basis functions $\Psi_n^{\delta_0,\delta_1}$.

### 4.2 Definition and properties of the curves $\Gamma_{s_0,s_1}$

Our aim is to find a $\Gamma_\xi$ such that $\Psi_n^{\delta_0,\delta_1}, n \in \mathbb{N}_0$, form a Riesz basis of the space $H^-(\Gamma_\xi)$. We denote the entries of the Gram matrix by
\[ T_{m,n} := \langle \Psi_m^{\delta_0,\delta_1}, \Psi_n^{\delta_0,\delta_1} \rangle_{H^-(\Gamma_\xi)}, \quad n, m \in \mathbb{N}_0, \] (20a)

and compute for $l_1, l_2 \in \mathbb{N}_0$
\[ \left( \begin{array}{c} T_{2l_1+2l_2} \\ T_{2l_1+1,2l_2} \end{array} \right) = \int_{\Gamma_\xi} g(s)^{l_2-l_1} |g(s)|^{l_1} f(s) \, ds \] (20b)

with
\[ f(s) := \left| s_0 + s_1 \right|^2 \left| s - s_1 \right|^2 \left( \frac{1}{s - s_0} \right)^{l_1} \left( \frac{1}{s + s_0} \right)^{l_2}, \quad g(s) := \frac{s + s_0}{s - s_0} \frac{s + s_1}{s - s_1}, \quad s \in \Gamma_\zeta. \] (20c)

A necessary criterion for a Riesz basis is $\sup_{m,n} |T_{m,n}| < \infty$. Since this is the case if $|g(s)| = 1$ for $s \in \Gamma_\xi$, we are led to choose $\Gamma_\xi$ as the algebraic variety
\[ \Gamma_\xi = \Gamma_{s_0,s_1} := \left\{ s \in \mathbb{C} : \left| \frac{s + s_0}{s - s_0} \frac{s + s_1}{s - s_1} \right| = 1 \right\}. \] (21)
Figure 3: Algebraic variety $\Gamma_{s_0,s_1}$ for the points $s_0, s_1$ indicated by yellow dots.

Fig. 3 shows an example of the set $\Gamma_{s_0,s_1}$, which turns out to be a curve, for a typical choice of $s_0$ and $s_1$ in our context. These curves have a number of interesting geometrical properties, which we are going to explore in this subsection. In particular, they satisfy Assumption A.5 under certain conditions on $s_0$ and $s_1$:

**Lemma 4.3.** Assume that $|s_1| + |s_0| \neq 0$ and $s_1 \notin s_0 \mathbb{R}_{<0}$.

1. $\Gamma_{s_0,s_1} = \gamma_{s_0,s_1}(\mathbb{R})$ satisfies Assumption A.5 with
   $$\gamma_{s_0,s_1}(\rho) := -i\rho \frac{\rho^2(s_0 + s_1) + |s_0|^2 s_1 + |s_1|^2 s_0}{|\rho^2(s_0 + s_1) + |s_0|^2 s_1 + |s_1|^2 s_0|}, \quad \rho \in \mathbb{R}.$$
   It is actually an oriented $C^\infty$-curve with
   $$\gamma'_{s_0,s_1}(0) = -i \frac{|s_0|^2 s_1 + |s_1|^2 s_0}{|s_0|^2 s_1 + |s_1|^2 s_0}$$
   and
   $$\sigma_{\infty} = \lim_{|\rho| \to 0} \frac{\gamma(\rho)}{\rho} = -i \frac{s_0 + s_1}{|s_0 + s_1|}.$$
2. If $s_0 = 0$ or $s_1 \in s_0 \mathbb{R}_{\geq 0}$, then $\Gamma_{s_0,s_1}$ is a straight line.
3. $\Gamma_{s_0,s_1} \cap \mathbb{R} = \{0\}$ if $\Re s_0 < 0$ and $\Re s_1 < 0$.
4. If $\frac{|s_0|^2 \Im(s_1) + |s_1|^2 \Im(s_0)}{\Im(s_0 + s_1)} < 0$, then $\Gamma_{s_0,s_1} \cap i\mathbb{R} = \{0, i\zeta, -i\zeta\}$ with
   $$\zeta := \sqrt{-\frac{|s_0|^2 \Im(s_1) + |s_1|^2 \Im(s_0)}{\Im(s_0 + s_1)}}.$$  \hspace{1cm} (22)
5. With definition (40), we have $s_0, s_1 \in \Gamma_{s_0,s_1}^+$.
6. If $\Im s_0 < 0$, $\Re s_1 < 0$, $\frac{|s_0|^2 \Im(s_1) + |s_1|^2 \Im(s_0)}{\Im(s_0 + s_1)} < 0$, and $\Im(s_0 + s_1) > 0$, then
   $$i(-\infty, -\zeta) \cup i(0, \zeta) \cup \mathbb{R}_{>0} \subset \Gamma_{s_0,s_1}^+.$$
Proof. 1) A computation shows that 

\[ \{ s \in \Gamma_{s_0,s_1} : |s| = \rho \} = \{ s \in \mathbb{C} : |s + s_0|^2 |s + s_1|^2 = |s - s_0|^2 |s - s_1|^2, |s| = \rho \} \]

\[ = \{ s \in \mathbb{C} : \Re s \left[ \rho^2 (s_0 + s_1) + |s_0|^2 \pi^2 + |s_1|^2 \pi^2 \right] \} = 0, |s| = \rho \} . \]

As \( \{ s \in \mathbb{C} : \Re \left( s \right) = 0, |s| = \rho \} = \{ ipz/|z|, -ipz/|z| \} \) for all \( z \in \mathbb{C} \setminus \{ 0 \} \) we obtain the parameterization of \( \Gamma_{s_0,s_1} \). The conditions on \( s_0, s_1 \) ensure that the expression in brackets does not vanish for \( \rho \neq 0 \). Smoothness of \( \Gamma_{s_0,s_1} \) at the origin and elsewhere, the behavior at infinity, and \( \sup_{\rho \in \mathbb{R}} || \gamma_{s_0,s_1}| < \infty \) are easy to see.

2) This is straightforward!

3) This follows from the equivalence of \( \Im \left( \gamma_{s_0,s_1} (\rho) \right) = 0 \) and \( \rho^2 \Re (s_0 + s_1) + |s_0|^2 \Re (s_1) + |s_1|^2 \Re (s_0) = 0 \) for \( \rho \neq 0 \).

4) This follows from the equivalence of \( \Re \left( \gamma_{s_0,s_1} (\rho) \right) = 0 \) and \( \rho^2 \Im (s_0 + s_1) + |s_0|^2 \Im (s_1) + |s_1|^2 \Im (s_0) = 0 \) for \( \rho \neq 0 \).

5) For \( s_0 = s_1 \) we have \( s_0 = \gamma_{s_0,s_1} (|s_0|) \exp (i \pi/4) \in \Gamma_{s_0,s_1} \). Since the mapping \( (s_0,s_1) \mapsto \gamma_{s_0,s_1} \) is continuous, since \( s_0,s_1 \notin \Gamma_{s_0,s_1} \) due to (21) and since the set of admissible parameters \( s_0, s_1 \) is connected, it follows that \( s_0, s_1 \in \Gamma_{s_0,s_1} \) for all admissible \( s_0, s_1 \).

6) Under the given assumptions we have \( \Re \sigma_0 > 0 \) and \( \Im \sigma_0 > 0 \). These inequalities imply together with part 4) that \( \Re > 0 \subset \Gamma_{s_0,s_1} \), and together with part 5 that \( i(-\infty,-\zeta) \subset \Gamma_{s_0,s_1} \) (see (40)). To show that \( i(0,\zeta) \subset \Gamma_{s_0,s_1} \) note that \( \Re \gamma_{s_0,s_1} (0) < 0 \), \( \lim_{\rho \to \infty} \Re \gamma_{s_0,s_1} (\rho) = \infty \), and for \( \rho > 0 \) the path \( \gamma_{s_0,s_1} (\rho) \) never crosses the real axis, and it crosses the imaginary axis only at \( i \zeta \). \( \Box \)

Besides \( \gamma_{s_0,s_1} \) in Lemma 4.3 there exists another useful parameterization of \( \Gamma_{s_0,s_1} \) needed in §4.3: Note from (20c) and (21) that \( g(\Gamma_{s_0,s_1}) \subset S^1 \). Solving \( z = g(s) \) for \( s \) we obtain

\[ g_{\pm}^{-1}(z) := \frac{1}{2} \left( \frac{z + 1}{z - 1} (s_0 + s_1) \pm \sqrt{\frac{(z + 1)^2}{(z - 1)^2} (s_0 + s_1)^2 - 4s_0 s_1} \right), \quad z \in S^1 \setminus \{1\} \] (23)

Lemma 4.4. Let \( s_0 + s_1 \neq 0 \) and \( s_0 s_1 \neq 0 \).

1) \( g(g_{\pm}^{-1}(z)) = z \) for all \( z \in S^1 \setminus \{1\} \).

2) The sets \( \Gamma_{s_0,s_1}^{-1} := g_{+}^{-1}(S^1 \setminus \{1\}) \), \( \Gamma_{s_0,s_1}^{2} := g_{-}^{-1}(S^1 \setminus \{1\}) \) and \( \{0\} \) are pairwise disjoint, and

\[ \Gamma_{s_0,s_1} = \{0\} \cup \Gamma_{s_0,s_1}^{-1} \cup \Gamma_{s_0,s_1}^{2} \] (24)

3) For \( s \in \Gamma_{s_0,s_1}^{-1} \) we have \( \frac{s_0 s_1}{s} \in \Gamma_{s_0,s_1}^{2} \), \( g_{\pm}^{-1}(g(s)) = s \) and \( g_{\pm}^{-1}(g(s)) = \frac{s_0 s_1}{s} \).

4) We have

\[ \lim_{\theta \to 0^+} (e^{i \theta}) = 0, \quad \lim_{\theta \to 0^-} (e^{i \theta}) = \infty, \quad \lim_{\theta \to 0^+} (e^{i \theta}) = -\infty, \quad \lim_{\theta \to 0^-} (e^{i \theta}) = 0. \]

5) \( \Gamma_{s_0,s_1}^{+} = \{ s \in \mathbb{C} : |g(s)| = 1 \}, \Gamma_{s_0,s_1}^{-} = \{ s \in \mathbb{C} : |g(s)| > 1 \}, \Gamma_{s_0,s_1}^{-} = \{ s \in \mathbb{C} : |g(s)| < 1 \}.\)
Proof. 1) This follows by construction as \( z = g(s) \) is equivalent to \( s = g_+^{-1}(z) \) or \( s = g_-^{-1}(z) \).

2) Since \( \sqrt{\mathbb{R}} \not\in \Gamma_{s_0,s_1} \), the discriminant \( (\varepsilon - \lambda)^2(s_0 + s_1)^2 - 4s_0s_1 \) never vanishes for \( \varepsilon \in S^1 \setminus \{1\} \), so \( g_+^{-1}(z) \neq g_-^{-1}(z) \). Together with part 1 this shows \( \Gamma_+^{1}_{s_0,s_1} \cap \Gamma_+^{2}_{s_0,s_1} = \emptyset \). Moreover, \( 0 \not\in \Gamma_+^{1}_{s_0,s_1} \cup \Gamma_+^{2}_{s_0,s_1} \) as \( s_0 \neq 0 \). Finally, \( \Gamma_{s_0,s_1} \subset \{0\} \cup \Gamma_+^{1}_{s_0,s_1} \cup \Gamma_+^{2}_{s_0,s_1} \) since \( g(s) = 1 \) is equivalent to \( s(s_0 + s_1) = 0 \), and as \( s_0 + s_1 \neq 0 \) it is also equivalent to \( s = 0 \).

3) Let \( s \in \Gamma_+^{1}_{s_0,s_1} \). The identity \( g_+^{-1}(g(s)) = s \) is obvious. By the definition of \( g \) we have \( g(s) = g_+^{-1}(s) = \frac{n_0}{0} \). As \( s \neq \frac{n_0}{0} \) for \( s \in \Gamma_+^{1}_{s_0,s_1} \setminus \{0\} \), applying \( g_+^{-1} \) to both sides of the last equation shows that \( g_+^{-1}(s_0) \in \Gamma_+^{2}_{s_0,s_1} \). Hence, \( g_+^{-1}(g(s)) = g_+^{-1}(g_+^{-1}(s)) = \frac{n_0}{0} \).

4) This is straightforward.

5) The first equality is obvious from the definition. By continuity of \( g \), we must have \( \{s \in \mathbb{C} : |g(s)| > 1\} = \Gamma_+^{1}_{s_0,s_1} \) or \( \{s \in \mathbb{C} : |g(s)| > 1\} = \Gamma_+^{2}_{s_0,s_1} \). As \( \lim_{s \to s_0} |g(s)| = \infty \) and since by Lemma 4.3(5) \( s_0 \in \Gamma_+^{1}_{s_0,s_1} \), the first alternative holds true. \( \square \)

4.3 Stability of the basis \( \Psi_{\mathbb{R}^0,s_1} \) in \( H^{-}(\mathbb{R}_0,s_1) \)

In the standard Hardy space method for \( H^{-}(\mathbb{R}_0,s) \) an orthogonal basis is used for discretization. Thus, stability of the discrete problems ensures the boundedness of the condition numbers of the system matrices. As our Hardy space is more complicated, we do not use an orthogonal basis. However, the basis is stable as the next lemmata show.

**Lemma 4.5.** If \( s_0,s_1 \in \mathbb{C} \setminus \{0\} \) and \( s_1 \not\in \mathbb{R}_0 \subset 0 \), the infinite matrix \( T : l^2(\mathbb{N}_0) \to l^2(\mathbb{N}_0) \) with matrix entries \( T_{mn} \) defined by \((20a)\) for \( \Gamma_+^{1} = \Gamma_+^{2} = \Gamma^{1}_{s_0,s_1} \) is associated to the block Toeplitz operator \( \mathcal{T}(a) : [H^+(S^1)]^2 \to [H^+(S^1)]^2 \) with continuous symbol

\[
a(z) := \begin{cases} \frac{g}{|g|} \circ g_+^{-1}(z) + \frac{g}{|g|} \circ g_-^{-1}(z), & z \in S^1 \setminus \{1\}, \\ \frac{n_0}{n_0 + s_1} \left( 1 + \frac{n_0}{n_0 + s_1} \frac{1}{n_1} \right), & z = 1. \end{cases} \tag{25}
\]

(see Definition B.5). Here \( f : \Gamma^{1}_{s_0,s_1} \to \mathbb{C}^{2 \times 2} \) and \( g : \Gamma^{1}_{s_0,s_1} \to S^1 \) are defined in \((20c)\), and \( g_+^{-1} \) in \((23)\).

**Proof.** It follows immediately from \((20b)\) that \( T \) is has a \( 2 \times 2 \) block Toeplitz structure, and it is associated to the block Toeplitz operator \( \mathcal{T}(a) \) with symbol \( a(z) = \sum_{k \in \mathbb{Z}} a_k z^k \),

\[
a_k := \int_{\Gamma_{s_0,s_1}} |g(s)|^{-k} |f(s)| ds, \quad k \in \mathbb{Z}.
\]

provided that \( a \in L^\infty(S^1)^{2 \times 2} \). Since \( S^1 \) is compact, it suffices to show that \( a \) is continuous. With the substitutions of variables \( s = g_+^{-1}(z) \) on \( \Gamma^{1}_{s_0,s_1} \) and \( s = g_-^{-1}(z) \) on \( \Gamma^{2}_{s_0,s_1} \), it follows from Lemma 4.4 that

\[
a_k = \int_{S^1} |z|^{-k} \left( \frac{f}{|g|} \circ g_+^{-1}(z) + \frac{f}{|g|} \circ g_-^{-1}(z) \right) |dz|.
\]
i.e. $a$ has the form (25) at least for $z \neq 1$. It remains to show that $a$ is continuous. As 
$\sqrt{\frac{s_0}{s_{1}}} \not\in \Gamma_{s_{0},s_{1}}$ the derivative $g'(s) = \frac{-2(s_{0} - s_{1})(s^{2} - s_{0}^2)}{(s - s_{0})^2(s - s_{1})^2}$ never vanishes on $\Gamma_{s_{0},s_{1}}$, showing continuity of $a$ on $S^{1} \setminus \{1\}$. Moreover, due to Lemma 4.4(5) we have

$$\lim_{s \to 0} \frac{f(s)}{|g'(s)|} = \frac{|s_{0} + s_{1}|}{2} \left| \frac{s - s_{0}}{s - s_{1}} \right| \left( \begin{array}{cc} 1 & -1 \\ -1 & 1 \end{array} \right), \lim_{s \to \pm\infty} \frac{f(s)}{|g'(s)|} = \frac{|s_{0} + s_{1}|}{2} \left( \begin{array}{c} 1 \\ 1 \end{array} \right),$$

which yields continuity of $a(z)$ at $z = 1$.

**Lemma 4.6.** The operator $\mathcal{T}(a) : [H^+(S^1)]^2 \to [H^+(S^1)]^2$ defined in the previous lemma is continuously invertible.

**Proof.** Due to Theorem B.6 it suffices to show that $\inf_{z \in S^1} \min \{\text{spec}(a(z))\} > 0$. As $a$ is continuous, we only have to show that all the Hermitian $2 \times 2$ matrices $a(z)$ are strictly positive definite. By Lemma 4.4(3), $a \circ g$ is the sum of two matrices

$$(a \circ g)(s) = \frac{|s_{0} + s_{1}|}{2} \left( \begin{array}{cc} |s - s_{0}|^2 & s_{0} \bar{s}_{0} \\ s_{0} \bar{s}_{0} & |s_{1} - s_{0}|^2 \end{array} \right) + \frac{|s_{0} + s_{1}|}{2} \left( \begin{array}{cc} |s_{0} - s_{1}|^2 & s_{0} \bar{s}_{1} \\ s_{0} \bar{s}_{1} & |s_{1} - s_{0}|^2 \end{array} \right)$$

for $s \in \Gamma_{s_{0},s_{1}}$. Both are Hermitian, positive semi-definite and the kernels are spanned by the vectors $\left( \frac{s_{0} + s_{1}}{s_{0} - s_{1}}, 1 \right)$ and $\left( \frac{s_{0} + s_{1}}{s_{0} - s_{1}}, -1 \right)$, respectively. Since $\frac{s_{0} + s_{1}}{s_{0} - s_{1}} \neq \frac{s_{0} + s_{1}}{s_{0} - s_{1}}$ for $s \in \Gamma_{s_{0},s_{1}}$, the intersection of the kernels is empty and thus $a(z)$ is positive definite for every $z \in S^{1} \setminus \{1\}$. Since $a(1)$ is also positive definite, the proof is complete.

**Theorem 4.7** (Riesz basis of $H^{-}(\Gamma_{s_{0},s_{1}})$). If $s_{0}, s_{1} \in \mathbb{C} \setminus \{0\}$ and $s_{1} \not\in s_{0} \mathbb{R} \setminus 0$, then \{\Psi_{n}^{s_{0},s_{1}}, n \in \mathbb{N}_{0}\} is a Riesz basis of $H^{-}(\Gamma_{s_{0},s_{1}})$. More precisely,

$$\| \mathcal{T}(a)^{-1} \|^{-1} \sum_{n \in \mathbb{N}_{0}} |\beta_{n}|^2 \leq \left\| \sum_{n \in \mathbb{N}_{0}} \beta_{n} \Psi_{n}^{s_{0},s_{1}} \right\|_{H^{-}(\Gamma_{s_{0},s_{1}})}^2 \leq \| \mathcal{T}(a) \| \sum_{n \in \mathbb{N}_{0}} |\beta_{n}|^2. \quad (26)$$

for all $(\beta_{n}) \in l^{2}(\mathbb{N}_{0})$ with $T(a)$ defined in Lemma 4.5, and for every $U \in H^{-}(\Gamma_{s_{0},s_{1}})$ there exists a unique sequence $(\beta_{n}) \in l^{2}(\mathbb{N}_{0})$ such that

$$U(s) = \sum_{n \in \mathbb{N}_{0}} \beta_{n} \Psi_{n}^{s_{0},s_{1}}(s), \quad s \in \Gamma_{s_{0},s_{1}} \cup \Gamma_{s_{0},s_{1}}^{-}, \quad (27)$$

**Proof.** (26) is a consequence of the two preceding lemmata since

$$\left\| \sum_{n \in \mathbb{N}_{0}} \beta_{n} \Psi_{n}^{s_{0},s_{1}} \right\|_{H^{-}(\Gamma_{s_{0},s_{1}})} = \langle \langle \beta_{n}, T(a)(\beta_{n}) \rangle \rangle_{l^{2}(\mathbb{N}_{0})}$$

and since by the Rayleigh-Ritz principle

$$\sup_{\|\beta_{n}\| = 1} \langle \langle \beta_{n}, T(a)(\beta_{n}) \rangle \rangle_{l^{2}(\mathbb{N}_{0})} = \text{sup spec}(T(a)) = \|T(a)\| = \| \mathcal{T}(a) \|,$$

$$\inf_{\|\beta_{n}\| = 1} \langle \langle \beta_{n}, T(a)(\beta_{n}) \rangle \rangle_{l^{2}(\mathbb{N}_{0})} = \inf \text{spec}(T(a)) = \|T(a)^{-1}\|^{-1} = \| \mathcal{T}(a)^{-1} \|^{-1}.$$ 

(27) then follows from the density Lemma 4.2.
As the solution to Problem (12) consists of terms \( \frac{1}{s-\lambda} \), the next corollary is of importance.

**Corollary 4.8.** For \( \lambda \in \Gamma_{s_0, s_1}^+ \) the coefficients of the expansion \( \frac{1}{s-\lambda} = \sum_{n \in \mathbb{N}_0} \beta_n \Psi_n^{s_0, s_1}(s) \), \( s \in \Gamma_{s_0, s_1}^+ \cup \Gamma_{s_0, s_1}^- \), are given by

\[
\beta_n := \frac{1}{\lambda + s_0} \left( \frac{\lambda - s_0}{\lambda + s_0} \right)^{\lfloor n/2 \rfloor} \left( \frac{\lambda - s_1}{\lambda + s_1} \right)^{(n+1)/2} \tag{28}
\]

and \( |\beta_n| \leq q^n \) with \( q < 1 \) and \( n \in \mathbb{N}_0 \).

**Proof.** The existence and uniqueness of the expansion follows from Theorem 4.7 and Lemma 4.4. Evaluating \( (s-\lambda)^{-1} = \sum_{n \in \mathbb{N}_0} \beta_n \Psi_n^{s_0, s_1} \) at \( s = -s_0 \) yields \( \beta_0 = \frac{1}{\lambda + s_0} \). Evaluating further at \( s = -s_1 \) yields \( \beta_1 = \frac{1}{\lambda + s_0} \frac{\lambda - s_1}{\lambda + s_1} \). Since \( \frac{1}{\lambda + s_0} \lambda \Psi_0^{s_0, s_1} - \beta_1 \Psi_1^{s_0, s_1} = \frac{\lambda - s_0}{\lambda + s_0} \frac{\lambda - s_1}{\lambda + s_1} \) an induction argument shows that \( \beta_n \) has to be given by (28). The geometric decay of \( |\beta_n| \) follows from \( \left| \frac{\lambda - s_0}{\lambda + s_0} \frac{\lambda - s_1}{\lambda + s_1} \right| = |g(\lambda)|^{-1} < 1 \) (see Lemma 4.4, part 4.4(5)). \( \square \)

The following corollary is concerned with the dependence of the condition number of \( \mathcal{T}(a) \) and hence the condition number of the basis \( \{ \Psi_n^{s_0, s_1} \} \) on the scaling of the poles \( s_0 \) and \( s_1 \).

**Corollary 4.9.** Let \( s_0 \) and \( s_1 \) such that \( s_1, s_0 \neq 0 \) and \( s_1 \notin \mathbb{R}_{\leq 0} \) and \( \sigma \in \mathbb{C} \setminus \{0\} \). Moreover, in this corollary we indicate the dependence of the function \( a \) in (25) on \( s_0 \) and \( s_1 \) by \( a_{s_0, s_1} \). Then

\[
\text{cond}(\mathcal{T}(a_{s_0, s_1})) = \text{cond}(\mathcal{T}(a_{s_0, s_1}))
\]

**Proof.** We have \( \Gamma_{s_0, s_1} = \sigma \Gamma_{s_0, s_1} := \{ \sigma s \in \mathbb{C} \mid s \in \Gamma_{s_0, s_1} \} \), and \( a_{s_0, s_1}(\sigma) = |\sigma| a_{s_0, s_1}(g(s)) \) (see the proof of Lemma 4.6). Therefore, \( \mathcal{T}(a_{s_0, s_1}) = |\sigma| \mathcal{T}(a_{s_0, s_1}) \). This proves the claim. \( \square \)

Due to Theorem 4.6 the formula

\[
\text{cond}(\mathcal{T}(a_{s_0, s_1})) = \frac{\sup \{ \lambda \in \bigcup_{s \in \mathbb{C}^1} \text{spec} a_{s_0, s_1}(z) \}}{\inf \{ \lambda \in \bigcup_{s \in \mathbb{C}^1} \text{spec} a_{s_0, s_1}(z) \}} \tag{29}
\]

can be used to compute \( \text{cond}(\mathcal{T}(a_{s_0, s_1})) \) numerically.

### 4.4 Matrix representations

In this subsection we provide the building blocks for assembling the system matrix for wave equations with curved Hardy space infinite elements. For our model problem we will discuss in \( \S \) 5 how these building blocks are put together. For \( N \in \mathbb{N}_0 \) define

\[
H_N^*(\Gamma_{s_0, s_1}) := \bigcup_{n=0}^N \{ \Psi_n^{s_0, s_1} \}, \quad \mathcal{H}_N := \mathbb{C} \oplus H_N^*(\Gamma_{s_0, s_1}). \tag{30}
\]
As basis functions of $\mathcal{X}_N$:

\[
\Phi_{-1}^{s_0, s_1} := \begin{pmatrix} 1 \\ 0 \\ \varphi_0^{s_0, s_1} \end{pmatrix}, \quad \Phi_n^{s_0, s_1} := \begin{pmatrix} 0 \\ \varphi_0^{s_0, s_1} \end{pmatrix}, \quad n = 0, \ldots, N.
\]

Since the operators $\mathcal{J}_m, \mathcal{K} : \mathcal{X} \rightarrow H^{-} (\Gamma_{s_0, s_1})$ defined in (9) are used in the bilinear form (11c) of the variational formulation (12), the following lemma simplifies the calculation of the matrices representing the bilinear form with respect to the basis $\{\Phi_n : n = -1, 0, 1, \ldots\}$.

**Lemma 4.10.** We have

\[
\mathcal{J}_m (\mathcal{X}_N) = \mathcal{J}_m (\mathcal{X}_N) = \text{span} \{\Psi_m^{s_0, s_1} : n = 0, \ldots, N + 1\}.
\]

(note the reversed order of $s_0$ and $s_1$ in the basis elements!), and the matrix representation of $s_1 \mathcal{J}_m, \mathcal{K} : \mathcal{X} \rightarrow H^{-} (\Gamma_{s_0, s_1})$ ($\mathcal{J}_m$ is multiplied with $s_1$) with respect to the bases $\{\Phi_{-1}^{s_0, s_1}, \Phi_0^{s_0, s_1}, \Phi_1^{s_0, s_1}, \ldots\}$ and $\{\Psi_0^{s_1, s_0}, \Psi_1^{s_1, s_0}, \ldots\}$ is given by the infinite $2 \times 2$ bidiagonal block Toeplitz matrices

\[
S_\pm := \frac{1}{2} \text{id} \pm \frac{1}{2} \begin{pmatrix}
\begin{array}{ccc}
\frac{s_0 - s_1}{s_0 + s_1} & 1 & 0 \\
0 & \frac{s_0 - s_1}{s_0 + s_1} & 1 \\
\frac{s_0 + s_1}{s_0 - s_1} & 0 & \frac{s_0 - s_1}{s_0 + s_1} \\
\end{array}
\end{pmatrix}
\] (31)

Correspondingly $s_1 \mathcal{J}_m, \mathcal{K} : \mathcal{X}_N \rightarrow \{\Psi_0^{s_1, s_0}, \ldots, \Psi_{N+1}^{s_1, s_0}\}$ are represented by the upper left $2(N + 2) \times 2(N + 2)$ blocks $S_{\pm, N+2}$ of $S_\pm$.

Since the proof is a straightforward computation, we omit it here.

**Lemma 4.11.** $D := (q(\Psi_m^{s_1, s_0}, \Psi_m^{s_1, s_0}))_{n, m \in \mathbb{N}_0}$ with the bilinear form $q$ defined in (11a) is a block diagonal matrix

\[
D = -\frac{(s_0 + s_1)^2}{2s_0} \begin{pmatrix}
\begin{array}{ccc}
1 & \frac{s_0 - s_1}{s_0 + s_1} & 0 \\
\frac{s_0 + s_1}{s_0 - s_1} & 1 & \frac{s_0 - s_1}{s_0 + s_1} \\
\frac{s_0 + s_1}{s_0 - s_1} & \frac{s_0 - s_1}{s_0 + s_1} & 1 \\
\end{array}
\end{pmatrix}
\] (32)

*Proof. Since $\Psi_n^{s_1, s_0}$ are meromorphic functions, which decay like $1/s$ for $s \in \Gamma_{s_0, s_1} \rightarrow \pm \infty$, the integrals over $\Gamma_{s_0, s_1}$ can be computed by the residue theorem. E.g. for $n = 0$...*
and \(m = 1\) we compute

\[
g(\tilde{\phi}_0^{n_{0,1}}, \tilde{\phi}_1^{n_{0,1}}) = \frac{1}{2\pi i} \int_{\Gamma_{n_{0,1}}} \frac{\partial + s_1}{s - s_0} \frac{s_0 + s_1}{s - s_0} \frac{-s + s_1}{s_0 + s_1} ds = -\text{Res}_{s_0} \frac{1}{s - s_0} \frac{(s_0 + s_1)^2(s - s_1)}{(s + s_0)(s + s_1)} = -\lim_{s \to s_0} \frac{(s_0 + s_1)^2(s - s_1)}{(s + s_0)(s + s_1)} = -\frac{(s_0 + s_1)^2}{2s_0} \frac{s_0 - s_1}{s_0 + s_1}.
\]

\(\square\)

Let us summarize the key results of this section, which are independent of our model problem: There exists an implicitly given curve \(\Gamma_{s_0,s_1}\), for which the basis functions \(\psi_{s_0,s_1}^1\) form a Riesz basis of \(H^-(\Gamma_{s_0,s_1})\). But as the last lemma shows, this curve is not needed for an implementation of the method since the integrals can be worked out analytically. Hence, for an implementation of the method no quadrature formula, but only the three preceding matrices \(S_{b,N-2}^2\) and \(D_{N-2}\) are needed.

Note that for \(s_0 = s_1 = i\kappa_0\) the matrices are identical to those of the standard Hardy space method (see e.g. [12, Sec. 6.4]).

5 Convergence of the Galerkin method

After the general studies of the curved Hardy spaces \(H^-(\Gamma_{s_0,s_1})\) and their discretization we now return to our model problem (1c). Due to Theorem 4.7 the variational formulation (12) is equivalent to find the solutions \((x,y)^T \in (I^2(\{1,0,1\})^2\) of the infinite dimensional linear system

\[
A\left(\begin{array}{c}
x \\
y
\end{array}\right) = b
\]

(33)

with system matrix \(A := \begin{pmatrix} s - \zeta^2 M & -\sqrt{\omega^2 - 1} M \\ -\sqrt{\omega^2 - 1} M & s - \zeta^2 M \end{pmatrix}\), right hand side \(b := \left(\begin{array}{c}
(-w_1,0,...)^T \\
(-w_2,0,...)^T
\end{array}\right)\)

and

\[
M := \langle q(\mathcal{F}_m(\Phi_1), \mathcal{F}_m(\Phi_k))\rangle_{k \geq 1} = s_1 S_1^2 DS_1,
\]

\[
S := \langle q(\mathcal{F}_s(\Phi_1), \mathcal{F}_s(\Phi_k))\rangle_{k \geq 1} = S_2^2 DS_2.
\]

Similarly, the discrete variational formulation (15) is equivalent to find solutions \((x_N,y_N)^T \in (\mathbb{C}^{N+2})^2\) of

\[
A_N\left(\begin{array}{c}
x_N \\
y_N
\end{array}\right) = b_N
\]

(34)

with \(A_N := \begin{pmatrix} S_N - \zeta^2 M_N & -\sqrt{\omega^2 - 1} M_N \\ -\sqrt{\omega^2 - 1} M_N & S_N - \zeta^2 M_N \end{pmatrix}\), \(M_N\) and \(S_N\) the \((N+2) \times (N+2)\) left upper blocks of \(M\) and \(S\), and right hand side \(b_N := \left(\begin{array}{c}
(-w_1,0,...,0)^T \\
(-w_2,0,...,0)^T
\end{array}\right) \in (\mathbb{C}^{N+2})^2\).

We have to choose \(\kappa_0\) and \(s_1\) such that the blue parts in Fig. 2(b) are contained in \(\Gamma^+_s\), i.e. condition (4) holds true. By point symmetry the red parts are then contained in
If $s_0$ and $s_1$ satisfy the conditions of Lemma 4.3(6), we already know that three of the four parts of the blue set are contained in $\Gamma^+_0, s_1$. Due to Lemma 4.4(5) the remaining part of the blue set is contained in $\Gamma^+_0, s_1$ if

$$g \left( x - \sqrt{x^2 + \xi^2} \right) > 1 \quad \text{for all } x \in [x_0, 0].$$

(35)

where $x_0 := -\frac{1}{\xi^2} \left( \sqrt{\xi^2 + 1} - \xi^2 \right)^{1/2}$.

In practice one might first choose arbitrary $s_0$ and $s_1$ with negative real parts and

$$\Im (\xi_0 + \xi_1) > 0$$

and use them as starting points for a minimization of $\left| \xi^2 + \frac{3(\xi_1 + 1)^2 3(\xi_0)}{3(\xi_1 + 1)} \right|$.

The condition (35) can easily be checked numerically.

**Lemma 5.1** (stability of the Hardy space method). Suppose $s_0, s_1 \in \mathbb{C}$ satisfy the assumption of Lemma 4.3(6) and eq. (35) and $\omega \in \mathbb{R}^+ \setminus \{1, \sqrt{\xi^2 + 1}\}$. Then there exist constants $c_1, c_2 > 0$ such that for all $N \in 2\mathbb{N}_0$ $A_N$ is invertible, $\|A_N\|_2 \leq c_1$, and $\|A_N^{-1}\|_2 \leq c_2$.

**Proof.** Due to Remark 3.2 it suffices to show the assertion with $A_N$ replaced by $R_{\pm, N} := S_N - k_{\pm}(\omega)^2 M_N$. Since $R_{\pm, N}$ are the truncations of the block triadiagonal Toeplitz matrices $R_{\pm} := S - k_{\pm}(\omega)^2 M$, $\|R_{\pm, N}\|_2$ are uniformly bounded in $N$. Straightforward calculations yield

$$-2R_{\pm} = \begin{pmatrix}
    s_0 & 0 & 0 & \cdots \\
    0 & s_1 & 0 & \cdots \\
    s_0 + s_1 & s_0 & s_0 + s_1 & \cdots \\
    0 & 0 & s_0 + s_1 & \cdots \\
    \vdots & \vdots & \vdots & \ddots \\
\end{pmatrix} - k_{\pm}(\omega)^2 \begin{pmatrix}
    s_0 & 0 & 0 & \cdots \\
    0 & s_1 & 0 & \cdots \\
    s_0 + s_1 & s_0 & s_0 + s_1 & \cdots \\
    0 & 0 & s_0 + s_1 & \cdots \\
    \vdots & \vdots & \vdots & \ddots \\
\end{pmatrix}.$$

The submatrix $G \in \mathbb{C}^{N/2 \times N/2}$ for the even degrees of freedom is a diagonal matrix with constant diagonal entries $(s_0 + s_1) \left( 1 - \frac{k_{\pm}(\omega)^2}{s_0 s_1} \right)$, which are non-vanishing due to $s_0 + s_1 \neq 0, \pm i\sqrt{s_0 s_1} \in \Gamma_{0, s_1}, ic_{\pm} \in \Gamma^+_0, s_1$. Hence, we build the Schur complement with respect to the even degrees of freedom and get a symmetric, tridiagonal matrix $F \in \mathbb{C}^{N/2 \times N/2}$ for the odd degrees of freedom with entries

$$F_{1,1} = s_0 - \frac{k_{\pm}(\omega)^2}{s_0} = \left( \frac{s_0 + k_{\pm}(\omega)^2}{s_0} \right)^2, \quad F_{j,j} = s_0 + s_1 \left( 1 - \frac{k_{\pm}(\omega)^2}{s_0 s_1} \right) = \left( \frac{s_0 + k_{\pm}(\omega)^2}{s_0 s_1} \right)^2 + \left( \frac{s_1 + k_{\pm}(\omega)^2}{s_1} \right)^2 = \frac{1}{s_0 s_1} \left( 1 - \frac{k_{\pm}(\omega)^2}{s_0 s_1} \right), \quad j = 2, \ldots, N/2,$$

$$F_{j,j-1} = F_{j-1,j} = -\frac{\left( s_0 + \frac{k_{\pm}(\omega)^2}{s_0} \right) \left( s_1 + \frac{k_{\pm}(\omega)^2}{s_1} \right)}{s_0 s_1 \left( 1 - \frac{k_{\pm}(\omega)^2}{s_0 s_1} \right)}, \quad j = 2, \ldots, N/2.$$

At first we neglect the difference $F_{1,1} \neq F_{j,j}$, $j \geq 2$ in the first diagonal entry and define a symmetric, tridiagonal Toeplitz operator $\mathcal{T}(\alpha) : H^+(S^1) \to H^+(S^1)$ with symbol
\( \sigma(z) = F_{2,2} + 2F_{1,2}z \), \( z \in S^1 \). The range \( \sigma(S^1) \subset \mathbb{C} \) of the symbol is a bounded straight line. It is straightforward to check that

\[
\sigma(z) = \begin{cases} 
\frac{2(1-|z|^2)(ik_2-g^{-1}(z))(ik_2-g^{-1}(\bar{z}))(ik_2-g^{-1}(\bar{z}))}{n_0 + s_0 + i(z - n_0)^2}, & z \neq 1, \\
-\frac{4k_2^2(n_0 + s_0)^2}{n_0 + s_0 + i(z - n_0)^2}, & z = 1
\end{cases}
\] (36)

with the mappings \( g_{\pm}^{-1} : S^1 \rightarrow \Gamma_{s_0,s_1} \) given in (23). Since \( ik_2 \notin \Gamma_{s_0,s_1} \) and due to Prop. B.3, \( 0 \notin \sigma(S^1) \) = spec \( \mathcal{T}(\sigma) \) and therefore \( \mathcal{T}(\sigma) \) is positive definite, e.g. there exists a constant \( \alpha := \inf_{\sigma \in \sigma(S^1)} |s| > 0 \) such that \( \| \mathcal{T}(\sigma) V \|_{L^2(S^1)} \geq \| V \|_{L^2(S^1)}^2 \) for all \( V \in H^1(S^1) \). Since \( F_{2,2} - F_{1,1} = \frac{\sigma(i)}{2} \) it follows by the Lemma of Lax-Milgram that the matrix \( F = \left( T(\sigma) - \frac{1}{2} \left( \sigma(i) I \sigma(-i) \right) / N/2 \right) \) is invertible for all \( N \in 2\mathbb{N} \) and the inverse is uniformly bounded by \( 2/\alpha \).

Since \( A_N \) is the discretization matrix with respect to a Riesz basis and since \( A_N \) is stable, we obtain exponential convergence of the Hardy space method with curl \( \mathcal{G} \):

**Theorem 5.2.** Suppose \( s_0, s_1 \in \mathbb{C} \) satisfy the assumption of Lemma 4.3(6) and eq. (35), \( \omega \in \mathbb{R}^+ \setminus \{1, \sqrt{2} + 1, \} \), and \( \left( \begin{array}{c} u_N \\ v_N \end{array} \right) \), \( \left( \begin{array}{c} u_{-N} \\ v_{-N} \end{array} \right) \) \( \in \mathcal{H} \) is the unique solution of (12). Then the discrete problems (15) with \( \mathcal{H}_N \) as defined in (30) are uniquely solvable for all \( N \in 2\mathbb{N}_0 \) with solution \( \left( \begin{array}{c} u_{-N} \\ u_N \end{array} \right) \), \( \left( \begin{array}{c} v_{-N} \\ v_N \end{array} \right) \) \( \in \mathcal{H}_N \) and there exists a constants \( C_1, C_2, C_3 > 0 \) independent of \( N \) such that

\[
\left\| \left( \begin{array}{c} u_{-N} \\ u_N \end{array} \right) \right\|_{\mathcal{H}} \leq C_1 \inf_{(f_{-N}, f_N) \in \mathcal{H}_N} \left\| \left( \begin{array}{c} u_{-N} \\ u_N \end{array} \right) - \left( \begin{array}{c} f_{-N} \\ f_N \end{array} \right) \right\|_{\mathcal{H}} \leq C_2 e^{-C_3 N},
\]

\[
\left\| \left( \begin{array}{c} v_{-N} \\ v_N \end{array} \right) \right\|_{\mathcal{H}} \leq C_1 \inf_{(f_{-N}, f_N) \in \mathcal{H}_N} \left\| \left( \begin{array}{c} v_{-N} \\ v_N \end{array} \right) - \left( \begin{array}{c} f_{-N} \\ f_N \end{array} \right) \right\|_{\mathcal{H}} \leq C_2 e^{-C_3 N}.
\]

In particular,

\[
\sqrt{|u_0 - u_{-N}|^2 + |v_0 - v_{-N}|^2} \leq C_2 e^{-C_3 N}. \tag{37}
\]

**Proof.** The last lemma together with Theorem 4.7 and [13, Thm. 13.6] proves the convergence of the method and the first error estimates. Since by construction \( U, V \) are linear combinations of \( 1/(s - ik_+ (\omega)) \) and \( 1/(s - ik_- (\omega)) \) with \( ik_+ (\omega) \in \Gamma_{s_0,s_1} \) (see Fig. 3), Cor. 4.8 gives the exponential convergence.

The convergence rate will depend on the size of \( \frac{ik_+ (\omega) - s_0}{ik_+ (\omega) + s_0} \) \( \frac{ik_- (\omega) - s_0}{ik_- (\omega) + s_0} \). In particular, if the distance of \( ik_+ (\omega) \) to \( \Gamma_{s_0,s_1} = \{ s \in \mathbb{C}, \frac{ik_s (\omega) - s_0}{ik_s (\omega) + s_0} = 1 \} \) is small, then the convergence will be slow. In the numerical section in Fig. 5 we have studied the convergence rates for a typical choice of the parameters \( s_0 \) and \( s_1 \).
6 Numerical results

Since the aim of this paper is not to solve the specific model problem, but to introduce a new method suitable e.g. for elastic waveguide problems, we report in the first part of this section only shortly on some numerical results for the model problem. In the second part we will investigate the dependence of the performance on the parameters of the method. This part should help if the method is applied to more complicated problems.

6.1 Model problem

Fig. 4 shows numerical verifications of our theoretical results. In particular, in Fig. 4(a) we see that the condition numbers of the discretization matrices $A_N$ remain bounded for $N \to \infty$ (cf. Lemma 5.1). Recall that we excluded $\omega = 1$ and $\omega = \sqrt{2}$ in assumption (2) for $\zeta = 1$. For these frequencies even the continuous problem is not uniquely solvable. Hence, we have to expect that the condition numbers will grow for $\omega \to \{1, \sqrt{2}\}$. Therefore, for $\omega = 1.4$ the condition numbers are larger than for other frequencies, but still moderate.

Fig. 4(b) illustrates the exponential convergence of the curved Hardy space method proven in Theorem 5.2. As mentioned after Theorem 5.2, the convergence rate becomes worse if the poles $ik_\perp(\omega)$ are in the neighborhood of the curve $\Gamma_{s_0,s_1}$. This is the case e.g. for $\omega$ in the neighborhood of the degenerated cases $\omega = 1$ and $\omega = \sqrt{2}$. Therefore, the convergence rate for $\omega = 1.4 \approx \sqrt{2}$ is the worst in Fig. 4(b).

For these two figures we have used three different frequencies for which we have two propagating modes with different signs of the phase velocities (see Sec. 2). For Fig. 4(c) we vary the frequencies $\omega \in (0.5, 2) \setminus \{1, \sqrt{2}\}$ in order to illustrate that the curved Hardy space method converges in all three cases (two evanescent modes, two propagating mode, and one propagating and one evanescent mode). The standard Hardy space method is only used for $\omega > \sqrt{2}$ since for the other two cases it yields
The method leads to a linear matrix eigenvalue problem. When solving resonance problems for which the frequency is the unknown resonance, we have presented a method for solving scattering problems with solutions which consist of modes with phase velocities of different signs. To construct this method we have chosen a reference function \( u \) and \( v \). Therefore, we have chosen a reference function \( u(x) = \sum_{n=1}^{5} e^{\lambda_n x}, \) for \( x \geq 0 \), with Laplace transform \( U := (\mathcal{L} u) \in H^{-1}(\Gamma_\zeta) \) given by \( U(s) = \sum_{n=1}^{5} (s - \lambda_n)^{-1}, s \in \Gamma_\zeta \), with \( \zeta = 1 \) and the five characteristic poles \( \lambda_1 = 1.5i \) (corresponds to a propagating mode with positive phase velocity), \( \lambda_2 = -0.5i \) (propagating with negative phase velocity), \( \lambda_3 = -0.1 \) (purely evanescent), \( \lambda_4 = -0.1 + 1.1i \), and \( \lambda_5 = -0.1 - 1.1i \) (both evanescent and oscillating). In Fig. 5 these poles are denoted by squares in the complex plane.

Moreover, in order to find optimal parameters \( s_0 \) and \( s_1 \), we define the functional
\[
F_{s_0,s_1}(s) := \left| \frac{e^{-s_1 x} - e^{-s_0 x}}{e^{s_0 x} + e^{s_1 x}} \right|, s \in \Gamma_\zeta \text{ and search for } s_0 \text{ and } s_1 \text{ as the minimizer of } E(s_0,s_1) := \max_{n=1}^{5} F_{s_0,s_1}(\lambda_n) \text{ under the constraint } \sqrt{\lambda_n^2 + 3(s_1 - s_0)^2} = \zeta = 1. \]
Due to Cor. 4.8 this corresponds to minimizing the approximation error, which can be bounded by \( 5E(s_0,s_1)^{(N/2)} \) if we use \( N \) basis functions in \( H^{-1}(\Gamma_\zeta) \). The optimal parameters \( s_0 \) and \( s_1 \) are given as dots and the corresponding curve \( \Gamma_{s_0,s_1} \) with a solid thick line. Additionally, some level sets of \( F_{s_0,s_1}(s) \) are given in Fig. 5 in order to illustrate which approximation error can be expected for arbitrary poles \( s \in \Gamma_{s_0,s_1}^+ \).

The parameters \( s_0 \) and \( s_1 \) also influence the condition number \( \text{cond}(\mathcal{F}(a_{s_0,s_1})) \) and therefore the stability constant of Theorem 5.2. For Fig. 6 we have used (29) with 100 uniformly distributed sample points \( z \in S^1 \) to compute \( \text{cond}(\mathcal{F}(a_{s_0,s_1})) \) numerically. Note that due to Corollary 4.9 it is sufficient to set \( s_0 := 1 \) and vary \( s_1 := s_1/s_0 = re^{i\phi} \in \mathbb{C} \setminus \mathbb{R}_{<0} \) with \( r > 0 \) and \( \phi \in (-\pi, \pi) \). The numerical results suggest a behavior like
\[
\text{cond}(\mathcal{F}(a_{s_0,s_1})) \sim \max \left\{ \left| \frac{s_0}{s_1} \right|, \left| \frac{s_1}{s_0} \right| \right\}.
\]
In particular, it seems that it is independent of the angle between the parameters \( s_0 \) and \( s_1 \) as long as \( s_1/s_0 \notin \mathbb{R}_{<0} \). Since we used parameters \( s_0 \) and \( s_1 \) with negative real part, this is no restriction.

## 7 Conclusion

We have presented a method for solving scattering problems with solutions which consist of modes with phase velocities of different signs. To construct this method we have used the modes, but the method itself is independent of the modes. Hence, it can easily be applied to problems for which the modes are complicated to compute. Moreover, when solving resonance problems for which the frequency is the unknown resonance, the method leads to a linear matrix eigenvalue problem.
Figure 5: optimal parameters $s_0 = -0.4687 - 0.6121i$ and $s_1 = -0.9711 + 1.3023i$ (dots) with corresponding $\Gamma_{s_0,s_1}$ (thick solid line) for the points $\lambda_n, n = 1, \ldots, 5$ (squares) and the level sets $\{s \in \mathbb{C}, F_{s_0,s_1}(s) = c\}$ (dotted lines) for $c = 0.7947, 0.5, 0.25$ and $0.1$.

Figure 6: $\text{cond}(\mathcal{F}(\mathbf{a}_1,\mathbf{b}_1))$ for $\mathbf{s}_1 = re^{i\phi}$ with radius $r \in (10^{-5}, 10^{5})$ and angle $\phi \in (-\pi + 0.1, \pi - 0.1)$. The condition numbers are computed with (29) and 100 sample points for $z \in S^1$. 
Sec. 4 contains all results on the method which are independent of our specific model problem. In particular, we have derived convenient matrix representations of the involved operators. When applying the method to other problems, only these matrices have to be used and implemented. In Sec. 6.2 we have seen, how to choose the main parameters \( s_0 \) and \( s_1 \) of the method. With all these data it is not difficult to apply the curved Hardy space method to other problems.
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A Hardy spaces

In this section we collect the definitions and the required properties of standard and curved Hardy spaces. Proofs which are not carried here can be found in [6] or [10]. We denote complex contour integrals by \( \int ds \) and line integrals by \( \int |ds| \).

Definition A.1 (Hardy space on the unit disk and its complement). Let \( S^1 := \{ z \in \mathbb{C} : |z| = 1 \} \) denote the unit circle. The Hardy spaces \( H^+(S^1) \) are the set of all functions \( U_{bd} \in L^2(S^1) \) for which there exists a holomorphic function \( U_{vol} \) on \( \{ z \in \mathbb{C} : |z| < 1 \} \) such that

\[
\sup_{0 < r < 1} \left| \int_0^{2\pi} |U_{vol}(r^{-1} e^{i\theta})|^2 d\theta \right| < \infty \quad \text{and} \quad \lim_{r \to 1^-} \int_0^{2\pi} |U_{bd}(i\theta) - U_{vol}(r^{-1} e^{i\theta})|^2 d\theta = 0.
\]

We say that \( U_{bd} \) are \( L^2 \)-boundary values of \( U_{vol} \).

It can be shown that \( U_{vol} \) is uniquely determined by \( U_{bd} \) and can be computed by Cauchy’s integral formula. This one-to-one correspondence of \( U_{vol} \) and \( U_{bd} \) explains the terminology. Note that for the Hardy space \( H^+(S^1) \) on the unit disk \( \{ z \in \mathbb{C} : |z| < 1 \} \) the first condition in (38) is not required.

Lemma A.2 (Properties of \( H^+(S^1) \)). Equipped with the \( L^2 \)-inner product, \( H^+(S^1) \) is a Hilbert space. A complete orthogonal basis of \( H^+(S^1) \) is given by the monomials \( z^n, n = 0, 1, \ldots \). Moreover, \( L^2(S^1) = H^+(S^1) \oplus H^-(S^1) \).

For \( \kappa_0 \in \mathbb{C} \setminus \{ 0 \} \) the M"oebius transformation \( m_{\kappa_0} : \mathbb{C} \setminus \{ 1 \} \to \mathbb{C} \) is defined by \( m_{\kappa_0}(z) := i \kappa_0 \frac{z - 1}{z + 1} \). Note that \( m_{\kappa_0}(S^1 \setminus \{ 1 \}) = \kappa_0 \mathbb{R} \) with \( \kappa_0 \mathbb{R} := \{ \kappa_0 x : x \in \mathbb{R} \} \). Therefore, we can define the pull-back operators

\[
\mathcal{M}_{\kappa_0} : L^2(\kappa_0 \mathbb{R}) \to L^2(S^1), \quad (\mathcal{M}_{\kappa_0} f)(z) := \frac{f(\kappa_0 m(z))}{\sqrt{1 - \kappa_0^{-2}}},
\]

where the weight factor \( \frac{1}{\sqrt{1 - \kappa_0^{-2}}} \) is chosen such that \( \mathcal{M}_{\kappa_0} \) is well-defined and unitary up to the factor \( \sqrt{\frac{1}{1 - \kappa_0^{-2}}} \).

Definition A.3 (Hardy space on half-planes). For \( \kappa \in \mathbb{C} \setminus \{ 0 \} \) the Hardy spaces \( H^+(\kappa_0 \mathbb{R}) \) on the half-planes \( \{ \kappa_0 (x \pm iy) : x \in \mathbb{R}, y > 0 \} \) are defined by \( H^+(\kappa_0 \mathbb{R}) := \mathcal{M}_{\kappa_0}^{-1} H^+(S^1) \). \( \kappa_0 \mathbb{R} \) has to be considered as an oriented curve to distinguish between these spaces! They are equipped with the inner product \( (f, g)_{H^+(\kappa_0 \mathbb{R})} := \int_{\kappa_0 \mathbb{R}} f(s) g^\prime(s) ds \). For \( \kappa_0 = 1 \) we will omit the parameter and shortly write \( H^+(\mathbb{R}) \).
The definition differs from the one given in most textbooks where $H^-(\mathbb{R})$ is characterized as the set of all functions $U_{bd} \in L^2(\mathbb{R})$ that are $L^2$ boundary values of a function $U_{vol}$ which is analytic in $C^- := \{ z \in \mathbb{C} : \Im z < 0 \}$ and for which the integrals $\int_{\mathbb{R}} |U_{vol}(x-iy)|^2 dx$ are uniformly bounded for $y \in (0, \infty)$. Due to [10] it is clear that these definitions are equivalent. We stick to Definition A.3 because it is easier to generalize to other boundaries.

**Lemma A.4** (Properties of $H^-(\mathbb{R})$).

1. $U_{bd} \in L^2(\mathbb{R})$ belongs to $H^-(\mathbb{R})$ if and only if there exists an analytic function $U_{vol}$ in $C^-$ and a sequence of rectifiable Jordan curves $C_1, C_2, \ldots$ tending to the boundary in $C^-$ such that the integrals $\int_{C_n} |U_{vol}(z)|^2 dz$ are uniformly bounded and $U_{vol}(s) \to U_{bd}(t)$ for $s \in C^-, s \to t$ non-tangentially for almost all $t \in \mathbb{R}$. With $C_n$ tending to the boundary we mean that $C_n$ eventually surrounds each compact subset of $C^-$. 

2. $\mathcal{M}_1$ is unitary from $H^-(\mathbb{R})$ to $H^+(S^1)$.

3. Equipped with the $L^2(\mathbb{R})$-inner product $H^-(\mathbb{R})$ is a Hilbert space with orthonormal basis $\frac{2\pi}{r} \left( \frac{z^i}{r^i} \right)^n$, $n = 0, 1, \ldots$.

4. $L^2(\mathbb{R}) = H^-(\mathbb{R}) \oplus H^-(\mathbb{R})$.

5. Let $\Lambda \subset C^+ := \{ x \in \mathbb{C} : \Im x > 0 \}$ be an infinite set with a cluster point in $C^+$. Then $H^-(\mathbb{R}) = \text{span} \{ \frac{1}{i-x} : \lambda \in \Lambda \}^{H^-(\mathbb{R})}$. 

Proof. The first four points follow from [6, §11, Ex.1] and the definition of $H^-(\mathbb{R})$. The last one can be found in [11, Lem A.2].

**Assumption A.5.** Let $\Gamma = \gamma(\mathbb{R})$ be an oriented curve parameterized by a twice continuously differentiable function $\gamma : \mathbb{R} \to \mathbb{C}$ of the form 

$$\gamma(\rho) = \rho \sigma(|\rho|), \quad \rho \in \mathbb{R}$$  

with $\sigma : [0, \infty) \to S^1$, and suppose that $\sup_{\rho \in \mathbb{R}} |\gamma'(\rho)| < \infty$ and there exists $\sigma_{\infty} \in S^1$ such that $\lim_{\rho \to \infty} |\gamma(\rho) - \sigma_{\infty}\rho| = 0$.

Note that any curve $\Gamma$ satisfying Assumption A.5 is point symmetric, i.e. $-\Gamma = \Gamma$ and separates $\mathbb{C}$ into the unbounded, simply connected sets $\Gamma^\pm := \{ \gamma(\rho) \exp(\pm i\theta) : \rho > 0, \theta \in (0, \pi) \}$.

**Lemma A.6.** If $\Gamma$ satisfies Assumption A.5, there exists a bijective, continuously differentiable mapping $\eta : C^- \cup \mathbb{R} \to \Gamma^- \cup \Gamma$ such that $\eta$ is conformal on $\mathbb{C}^-$, $\eta(\mathbb{R}) = \Gamma$ and log can be defined analytically on $\eta'(\mathbb{C}^-)$.
Due to the Riemann mapping theorem, see e.g. [3] there exists a conformal bijective mapping $\eta : \mathbb{C}^- \to \Gamma^-$. Since $\mathbb{C}^-$ is simply connected, so is $\eta(\mathbb{C}^-)$. As $\eta$ is conformal, we have $0 \notin \eta(\mathbb{C}^-)$, and the logarithm can be defined analytically. We need to show that $\eta$ can be extended with the stated properties. If $\Gamma^-$ would be bounded, [15, §3.3] would already give us the claimed extension. As the stated properties are of local nature, we can generalize the results in [15, §3.3].

**Definition A.7.** Let $\Gamma$ fulfill Assumption A.5 and let $\eta$ be a mapping as described in Lemma A.6. Let $\mathcal{N}_\eta : L^2(\Gamma) \to L^2(\mathbb{R})$ with $(\mathcal{N}_\eta f)(s) := (f \circ \eta)(s) \sqrt{\eta'(s)}$ for $s \in \mathbb{R}$ and $f \in L^2(\Gamma)$, and $\mathcal{N}_\eta^{-1} : L^2(\mathbb{R}) \to L^2(\Gamma)$ with $\mathcal{N}_\eta^{-1} g = \frac{1}{\sqrt{\eta}} \circ \eta^{-1}$ for $g \in L^2(\mathbb{R})$.

Then we define the Hardy space $H(\Gamma)^\pm$ by $H(\Gamma)^\pm := \mathcal{N}_\eta^{-1} H^-(\mathbb{R})$ with the inner product $(f,g)_{H^-(\mathbb{R})} = \int_\Gamma f(s) g(s) ds$.

Due to Lemma A.6 $\mathcal{N}_\eta$ and $\mathcal{N}_\eta^{-1}$ are well defined. $H^-(\Gamma)$ is independent of the choice of $\eta$ since for two such mappings $\eta_1$ and $\eta_2$ the composition $\eta_2^{-1} \circ \eta_1 : \mathbb{C}^- \to \mathbb{C}^l$ is an automorphism of $\mathbb{C}^-$ with $0$ as invariant point, and $H^-(\mathbb{R})$ is invariant under such transformations.

**Lemma A.8 (Properties of $H^-(\Gamma)$).** Let Assumption A.5 hold true. Then

1. $U_{bad} \in L^2(\Gamma)$ belongs to $H^-(\Gamma)$ if and only if there exists an analytic function $U_{vol}$ in $\Gamma^-$ and a sequence of rectifiable Jordan curves $C_1, C_2, \ldots$ tending to the boundary in $\Gamma^-$ such that the integrals $\int_{C_n} |U_{vol}(s)|^2 ds$ are uniformly bounded and $U_{vol}(s) \to U_{bad}(t)$ for $s \in \Gamma^-, s \to t$ non-tangentially for almost all $t \in \Gamma$.

2. $\mathcal{N}_\eta$ is an isometry between $H^-(\Gamma)$ and $H^-(\mathbb{R})$.

3. Equipped with the $L^2(\Gamma)$ inner product $H^-(\Gamma)$ is a Hilbert space.

4. $\frac{1}{1-\lambda} \in H^-(\Gamma)$ for all $\lambda \in \Gamma^+$. tying to the boundary in $\Gamma^-$ such that the integrals $\int_{C_n} \left| \frac{1}{1-\lambda} \right| dz$ are uniformly bounded. Such curves can be constructed by choosing

\[ \gamma_\lambda(\rho) := \gamma(\rho) \exp\left( -\frac{i \rho}{n \pm \rho} \right), \quad \rho \in \mathbb{R}, n \in \mathbb{N} \]

The curves $C_n^{(1)} := \gamma_n([-n,n])$ are closed by circular arcs $C_n^{(2)} := \{ \gamma(n) \exp(-it) : -\frac{n}{1+n^2} \leq t \leq \pi - \frac{n}{1+n^2} \}$, i.e. $C_n := C_n^{(1)} \cup C_n^{(2)}$. It is easy to see that $C_n \subset \Gamma^-$ and that the curves $C_n$ eventually surround any compact subset of $\Gamma^-$. The integrals $\int_{C_n^{(1)}} |s - \lambda|^{-2} ds = \int_{C_n^{(2)}} |\gamma_\lambda(\rho) - \lambda|^{-2} |\gamma'(\rho)| d\rho$ are uniformly bounded since $\sup_{n \in \mathbb{N}} |\gamma_\lambda(\rho) - \lambda|^{-2} |\gamma'(\rho)| d\rho$ is uniformly bounded.
\[ \lambda^{-2} = O(\rho^{-2}) \text{ for } |\rho| \to \infty, \sup_{n \in \mathbb{N}, \rho \in \mathbb{R}} |\gamma_n(\rho) - \lambda|^{-2} < \infty, \text{ and } \sup_{n \geq n_0, \rho \in \mathbb{R}} |\gamma_n'(\rho)| \leq \sup_{n \geq n_0, \rho \in \mathbb{R}} |\gamma'(\rho)| + |\gamma(\rho)|^{2n-1}(1 - \rho^2)(1 + \rho^2)^{-2} < \infty. \] Similarly, it is easy to see that \( \int_{C^2} |s - \lambda|^{-2} |ds| \) is uniformly bounded.

(5) Let \( z \in \Gamma^- \) be given. Using the mapping \( \eta : \mathbb{R} \to \Gamma \) defined in Lemma A.6

Cauchy’s integral Theorem leads together with Lemma A.8(4) to

\[ U_{\text{vol}}(z) = \lim_{\gamma \to 0, R \to \infty} \frac{1}{2\pi i} \int_{\gamma([-R + iy, R + iy] \circ \gamma^{-1}(0, \pi])} \frac{U_{\text{vol}}(s)}{s - z} ds \]
\[ = \frac{1}{2\pi i} \lim_{\gamma \to 0, R \to \infty} \int_{\mathbb{R}} (\mathcal{N}_\eta U_{\text{vol}})(x + iy) (\mathcal{N}_\eta \{ \bullet - z \}^{-1}) (x + iy) dx \]
\[ = \frac{1}{2\pi i} \int_{\mathbb{R}} (\mathcal{N}_\eta U_{\text{Vol}})(x) (\mathcal{N}_\eta \{ \bullet - z \}^{-1}) (x) dx = \frac{1}{2\pi i} \int_{\mathbb{R}} U_{\text{Vol}}(s) \frac{ds}{s - z}. \]

The second statement follows analogously since for \( z \in \Gamma^+ \) the integrand is holomorphic in \( \Gamma^- \).

**Lemma A.9.** Let \( \Gamma \) satisfy Assumption A.5.

(1) The generalized Hilbert transform \( \mathcal{H}_\Gamma : L^2(\Gamma) \to L^2(\Gamma) \),

\[ (\mathcal{H}_\Gamma U)(z) := \text{P.V.} \frac{1}{2\pi i} \int_{\Gamma} \frac{U(s)}{s - z} ds := \lim_{\epsilon \to 0, R \to \infty} \left( \frac{1}{2\pi i} \int_{\Gamma \setminus B_\epsilon(z) \setminus \partial B_\epsilon(z)} \frac{U(s)}{s - z} ds \right) \]

is a well-defined bounded linear operator.

(2) For every \( U \in L^2(\Gamma) \) the Sokhotski-Plemelj jump relations

\[ \lim_{\lambda \to z, \lambda \in \Gamma^\pm} \frac{1}{2\pi i} \int_{\Gamma} \frac{U(s)}{s - \lambda} ds = \frac{1}{2} (U(z) \mp \mathcal{H}_\Gamma U(z)), \quad z \in \Gamma \]

hold true in the \( L^2 \) sense (see Lemma A.8(1).)

(3) The operators \( \mathcal{P}^\pm := \frac{1}{2}(\text{id} \mp \mathcal{H}_\Gamma) \) are bounded linear projections of \( L^2(\Gamma) \) onto \( H^\pm(\Gamma) \) along \( H^\mp(\Gamma) \). In particular, we have the topological sum

\[ L^2(\Gamma) = H^+(\Gamma) \oplus H^-(\Gamma). \]

**Proof.** (1) Since \( 1 \leq |\gamma'(\rho)| \leq C < \infty \) for all \( \rho \in \mathbb{R} \), the pull-back \( L^2(\Gamma) \to L^2(\mathbb{R}) \), \( U \mapsto \hat{U} := U \circ \gamma \) is bounded and boundedly invertible. Therefore, it suffices to show that the linear operator \( \mathcal{H}_\Gamma : L^2(\mathbb{R}) \to L^2(\mathbb{R}) \), \( \hat{U} \mapsto (\mathcal{H}_\Gamma \hat{U}) \circ \gamma \) is well-defined and bounded.

In the numerator of the kernel of \( \mathcal{H}_\Gamma \) we add and subtract a smooth, symmetric cut-off function \( \chi : \mathbb{R} \to [0, 1] \) satisfying \( \chi(\rho) = 1 \) for \( |\rho| \leq 1 \) and \( \chi(\rho) = 0 \) for \( |\rho| \geq 2 \). Then

\[ \pi i(\mathcal{H}_\Gamma \hat{U})(r) = \text{P.V.} \int_{\mathbb{R}} \chi(\rho - r) \hat{U}(\gamma' - \gamma)(r) d\rho + \text{P.V.} \int_{\mathbb{R}} \frac{1 - \chi(\rho - r)}{\gamma' - \gamma}(r) \hat{U}(\gamma') d\rho \]
\[ =: (T_1 \hat{U})(r) + (T_2 \hat{U})(r). \]
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To show $L^2$-boundedness of $T_t$ we will use smoothness of $\Gamma$ and for $L^2$-boundedness of $T_t$ the behavior of $\Gamma$ at infinity. We split off the singularity of $T_t$ as a convolution operator by writing $\mathcal{Y}(\rho) = \mathcal{Y}(\rho) = \mathcal{Y}(\rho)(\rho - r + R(\rho, r))$ with the scaled Taylor remainder $R(\rho, r) := \frac{\mathcal{Y}(\rho) - \mathcal{Y}(\rho)}{\mathcal{Y}(\rho)}(\rho - r)$. Then

\[
(T_t \mathcal{U})(r) = \text{P.V.} \int_{|\rho - r| \leq 2} \frac{\mathcal{Y}(\rho)}{\rho - r} \mathcal{U}(\rho) \, d\rho - \int_{|\rho - r| \leq 2} \frac{\mathcal{Y}(\rho) R(\rho, r)}{(\rho - r)(\mathcal{Y}(\rho) - \mathcal{Y}(\rho))} \mathcal{Y}(\rho) \mathcal{U}(\rho) \, d\rho.
\]

(41)

The $L^2$-boundedness of the convolution operator can e.g. be derived from the $L^2$-boundedness of the classical Hilbert transform since the Fourier transforms of the convolution kernel is a convolution of the (distributional) Fourier transform of Hilbert transform kernel and the behavior of $T_t$ is uniformly bounded. Together with boundedness of the integration domain this easily yields $L^2$-boundedness.

The operator $T_t$ can be decomposed into

\[
(T_t \mathcal{U})(r) = \text{P.V.} \int_{|\rho - r| \leq 1} \frac{1}{2\pi} \mathcal{Y}(\rho) \mathcal{U}(\rho) \, d\rho - \frac{1}{2\pi} \int_{|\rho - r| \leq 1} \mathcal{Y}(\rho) \mathcal{U}(\rho) \, d\rho.
\]

As the first integral equals $\frac{1}{2\pi} \mathcal{Y}(\rho) \mathcal{U}(\rho) \, d\rho$ it defines a bounded linear operator on $L^2(\mathbb{R})$ due to the $L^2$ boundedness of the convolution operator in (41) and boundedness of the classical Hilbert transform. As $\sup_{\rho \in \mathbb{R}} |\mathcal{Y}(\rho) - \sigma_\rho| < \infty$ by Assumption A.5 and $|\mathcal{Y}(\rho) - \mathcal{Y}(r)| > |\rho - r|$, the kernel $k(\rho, r)$ of the second integral operator in the decomposition of $T_t$ satisfies $|k(\rho, r)| \leq C|\rho - r|^{-2}$ for some $C > 0$ and all $|\rho - r| \geq 1$. This bound implies $L^2$-boundedness since by the Cauchy-Schwarz inequality and the identity $\int_{|\rho| \geq 1} \frac{1}{\rho^2} d\rho = 2$ we have

\[
\int \left| \int_{|\rho - r| \geq 1} k(\rho, r) \mathcal{U}(\rho) \, d\rho \right|^2 \, dr \leq C^2 \int \int_{|\rho - r| \geq 1} \frac{1}{(\rho - r)^2} \frac{1}{(\rho - r)^2} \frac{1}{(\rho - r)^2} d\rho \, dr \, dr\, d\rho = 2C^2 \int \int_{|\rho - r| \geq 1} \frac{1}{(\rho - r)^2} d\rho \, dr \left\| \mathcal{U} \right\|_{L^2}^2.
\]

2) This easily follows from the corresponding result for closed curves in [3] using a partition of unity.

3) It follows from part 2 that $\mathcal{P}_\pm U \in H^\pm(\Gamma)$ for all $U \in L^2(\Gamma)$. Together with Lemma A.8(5) we obtain $\mathcal{P}_\pm U_\pm = U_\pm$ and $\mathcal{P}_\pm U_\pm = 0$ for $U_\pm \in H^\pm(\Gamma)$. \(\square\)

**Lemma A.10.** Let Assumption A.5 hold true and let $\Lambda^\pm \subset \Gamma^\pm$ be two infinite sets with cluster points in $\Gamma^\pm$. Then $H^\pm(\Gamma) = \text{span}\{\frac{1}{\sqrt{\chi}} : \lambda \in \Lambda^\pm\}^{H^\pm(\Gamma)}$.

**Proof.** Let $\Lambda^\pm \subset \Gamma^\pm$ be two infinite sets with cluster points in $\Gamma^\pm$. We prove that $\text{span}\{\bullet - \lambda^{-1} : \lambda \in \Lambda^+ \cup \Lambda^-\}$ is dense in $L^2(\Gamma)$. Then the assertion follows with A.9(3) and $\bullet - \lambda^{-1}$ in $H^\pm(\Gamma)$ for $\lambda \in \Lambda^\pm$ due to A.8(4).

Take $U \in L^2(\Gamma)$ such that $U \perp_{L^2(\Gamma)} (\bullet - \lambda^{-1})$ for all $\lambda \in \Lambda^+ \cup \Lambda^-$. Hence with the tangent function $t(s) \neq 0$ there holds $\int_U U(s) t(s)(\bullet - \lambda)^{-1} ds = 0$ for all $\lambda \in \Lambda^+ \cup \Lambda^-$.
An infinite matrix $T$ follows from [5, Thm. 1.17]. Let $H$ be a Hilbert space and $Q$ the multiplication operator with $A$.9(2) it holds holomorphic in $G$ and vanishes in $A^+ \cup A^-$. Therefore it vanishes in $C \setminus G$ and with A.9(2) it holds $U = 0$.

**B Toeplitz operators**

When working with operator theory on Hardy spaces, Toeplitz operators are a most natural class of operators to deal with. From the rich theory of Toeplitz operator we only need a few rather simple results, which can all be found, e.g., in [5].

**Definition B.1** (Multiplication and Toeplitz operator). Let $H$ be a Hilbert space and $B(H)$ the set of bounded linear operators on $H$. For a function $a \in L^\infty(S^1)$ we define the multiplication operator $B(a) \in B(L^2(S^1))$ point-wise by $(B(a)u)(z) := a(z)u(z)$ for all $z \in S^1$ and $u \in L^2(S^1)$.

Moreover, if $\mathcal{P}$ denotes the orthogonal projection from $L^2(S^1)$ to $H^+(S^1)$, the Toeplitz operator $\mathcal{T}(a) \in B(H^+(S^1))$ with symbol $a$ is defined by $\mathcal{T}(a) := \mathcal{P}B(a)\mathcal{P}$.

**Definition B.2** (Toeplitz matrix). An infinite matrix $T \in B(l^2(N_0))$, $(Tf)_n := \sum_{m=0}^\infty T_{n,m}f_m$ is called an (infinite) Toeplitz matrix if $T_{n,m} = T_{n+1,m+1}$ for all $n, m \in N_0$. For a Toeplitz operator $\mathcal{T}(a) : H^+(S^1) \rightarrow H^+(S^1)$ with symbol $a \in L^\infty(S^1)$ the associated infinite Toeplitz matrix $T(a)$ is given as $T(a)_{n,m} := \int_{S^1} a(z)z^{n-m} |dz|$ for all $n, m \in N_0$.

Note that $T(a)$ is the matrix representation of $\mathcal{T}(a)$ with respect to the orthonormal basis $\{z^k, k \in N_0\}$ of $H^+(S^1)$.

Vice versa, let $T \in B(l^2(N_0))$ be an infinite Toeplitz matrix. Note that $T_{n,m}$ only depends on the difference of the indices, i.e. $T_{n,m} = a_{n-m}$, $n, m \in N_0$ for some numbers $a_k \in C$, $k \in Z$. Then it is easy to show that $T = T(a)$ is the Toeplitz matrix associated to the Toeplitz operator $\mathcal{T}(a) : H^+(S^1) \rightarrow H^+(S^1)$ with symbol $a \in L^\infty(S^1)$ given by $a(z) := \sum_{k \in Z} a_kz^k$, $z \in S^1$.

Due to this one-to-one correspondence of Toeplitz operators and Toeplitz matrices the following results can be formulated both for Toeplitz operators and Toeplitz matrices.

**Proposition B.3.** If $a \in C(S^1)$ and $\{a(z), z \in S^1\}$ is a line segment, then $\text{spec } \mathcal{T}(a) = \{a(z), z \in S^1\}$.

**Proof.** Follows from [5, Thm. 1.17].

In the following we consider matrix valued operators.

**Definition B.4** (Block operator). For $a \in [L^\infty(S^1)]^{2 \times 2}$ we define the block multiplication operator $B(a) \in B([L^2(S^1)]^{2 \times 2})$ by $(B(a)u)(z) := a(z)u(z)$ for $u \in [L^2(S^1)]^{2 \times 2}$ and $z \in S^1$.

Using the orthogonal projection $\mathcal{P} : [L^2(S^1)]^{2 \times 2} \rightarrow [H^+(S^1)]^{2 \times 2}$, we define the block Toeplitz operator $\mathcal{T}(a) \in B([H^+(S^1)]^{2 \times 2})$ by $\mathcal{T}(a)u := \mathcal{P}B(a)\mathcal{P}u$ for $u \in [H^+(S^1)]^{2 \times 2}$.

**Definition B.5** (Block Toeplitz matrix). An infinite matrix $T \in B(l^2(N_0))$, $(Tf)_n = \sum_{m=0}^\infty T_{n,m}f_m$ is called an (infinite) $2 \times 2$ block Toeplitz matrix if $T_{n,m} = T_{n+2,m+2}$ for all...
For the block Toeplitz operator $T(a) : [H^+(S^1)]^2 \to [H^+(S^1)]^2$ with symbol $a \in [L^\infty(S^1)]^{2\times2}$ the associated infinite $2 \times 2$ block Toeplitz matrix $T(a) : l^2(\mathbb{N}_0) \to l^2(\mathbb{N}_0)$ is given by

$$
\begin{pmatrix}
T(a)_{2n,2m} & T(a)_{2n,2m+1} \\
T(a)_{2n+1,2m} & T(a)_{2n+1,2m+1}
\end{pmatrix} := \int_{S^1} e^{z - m} a(z) |dz|, \quad n, m \in \mathbb{N}_0.
$$

(42)

Note that $T(a)$ is the matrix representation of $\mathcal{T}(a)$ with respect to the orthonormal basis $\left\{ \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 \\ i \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \ldots \right\}$ of $[H^+(S^1)]^2$. If $T$ is an infinite $2 \times 2$ block Toeplitz matrix, there exists $2 \times 2$ matrices $a_k \in \mathbb{C}^{2 \times 2}$ for $k \in \mathbb{Z}$ such that (42) holds true with the right hand side replaced by $a_{n-m}$. Then $T = T(a)$ can be shown to be associated to the block Toeplitz operator $\mathcal{T}(a)$ with symbol $a(z) := \sum_{k \in \mathbb{Z}} z^k a_k$ for $z \in S^1$. Hence, there is again a one-to-one correspondence of block Toeplitz operators and block Toeplitz matrices.

**Theorem B.6.** If $a \in [C(S^1)]^{2\times2}$ and $a(z)$ is positive definite for all $z \in S^1$, then $\text{spec } \mathcal{T}(a) = \bigcup_{z \in S^1} \{ \text{spec } a(z) \}$. 

**Proof.** This follows from [5, Thm. 6.5] and

$$
\left| \langle u, \mathcal{T}(a)u \rangle_{[H^+(S^1)]^2} \right| = \int_{S^1} u^H(z)a(z)u(z)|dz| \geq \inf \left( \bigcup_{z \in S^1} \{ \text{spec } a(z) \} \right) \int_{S^1} |u(z)|^2|dz|.
$$

$\square$
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