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Abstract

This paper aims first at a simultaneous axiomatic presentation of the proof of optimal convergence rates for adaptive finite element methods and second at some refinements of particular questions like the avoidance of (discrete) lower bounds, inexact solvers, inhomogeneous boundary data, or the use of equivalent error estimators. Solely four axioms guarantee the optimality in terms of the error estimators.

Compared to the state of the art in the temporary literature, the improvements of this article can be summarized as follows: First, a general framework is presented which covers the existing literature on optimality of adaptive schemes. The abstract analysis covers linear as well as nonlinear problems and is independent of the underlying finite element or boundary element method. Second, efficiency of the error estimator is neither needed to prove convergence nor quasi-optimal convergence behavior of the error estimator. In this paper, efficiency exclusively characterizes the approximation classes involved in terms of the best-approximation error and data resolution and so the upper bound on the optimal marking parameters does not depend on the efficiency constant. Third, some general quasi-Galerkin orthogonality is not only sufficient, but also necessary for the \(R\)-linear convergence of the error estimator, which is a fundamental ingredient in the current quasi-optimality analysis due to Stevenson 2007. Finally, the general analysis allows for equivalent error estimators and inexact solvers as well as different non-homogeneous and mixed boundary conditions.
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1. Introduction & Outline

1.1. State of the art

The impact of adaptive mesh-refinement in computational partial differential equations (PDEs) cannot be overestimated. Several books in the area provide sufficient evidence of the success in many practical applications in the computational sciences and engineering. Related books from the mathematical literature, e.g., [1–5] provide many a posteriori error estimators which compete in [6, 7], and overview articles [8–10] outline an abstract framework for their derivation.

This article contributes to the theory of optimality of adaptive algorithms in the spirit of [11–18] for conforming finite element methods (FEMs) and exploits the overall mathematics for nonstandard FEMs like nonconforming methods [19–25] and mixed formulations [26–29] as well as boundary element methods (BEMs) [30–34] and possibly non-homogeneous or mixed boundary conditions [35–37].
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Four main arguments compose the set of axioms and identify necessary conditions for optimal convergence of adaptive mesh-refining algorithms. This abstract framework answers questions like: What is the state-of-the-art technique for the design of an optimal adaptive mesh-refining strategy, and which ingredients are really necessary to guarantee quasi-optimal rates? The overall format of the adaptive algorithm follows the standard loop

\[ \text{SOLVE} \rightarrow \text{ESTIMATE} \rightarrow \text{MARK} \rightarrow \text{REFINE} \]

in the spirit of the pioneering works [38, 39]. This is the most popular version of adaptive FEM and BEM in practice. While earlier works [40–42] which faced an abstract framework for adaptivity were only concerned with convergence of adaptive conforming FEM, the present article provides a problem and discretization independent framework for convergence and quasi-optimal rates of adaptive algorithms. In particular, this includes adaptive FEM and BEM with conforming, nonconforming, as well as mixed methods.

1.2. Contributions of this work

The contributions in this paper have the flavour of a survey and a general description in the first half comprising Sections 2–6, although the strategy is different from the main stream of, e.g., [14–17] and the overview articles like [43, 44]: The efficiency is not used and data approximation terms do no enter in the beginning. Instead, the optimality is firstly proved in terms of the a posteriori error estimators. This approach of [18, 37] appears natural as the algorithm only concerns the estimator rather than the unknown error. Efficiency solely enters in a second step, where this first notion of optimality is shown to be equivalent to optimality in terms of nonlinear approximation classes which include best approximation error plus data approximation terms [15]. In our opinion, this strategy enjoys the following advantages (a)–(b):

(a) Unlike [14–17], the upper bound for adaptivity parameters which guarantee quasi-optimal convergence rates, is independent of the efficiency constant. Such an observation might be a first step to the mathematical understanding of the empirical observation that each adaptivity parameter \(0 < \theta < 1\) yields optimal convergence rates in the asymptotic regime.

(b) Besides boundary element methods, see e.g. [30, 45, 46], there might be other (nonlinear) problems, where an optimal efficiency estimate is unknown or cannot even be expected. Then, our approach guarantees at least that the adaptive strategy will lead to the best possible convergence behaviour with respect to the computationally available a posteriori error estimator.

The first half of this paper discusses a small set of rather general axioms (A1)–(A4) and therefore involves several simplifying restrictions such as an exact solver. Although the axioms are motivated from the literature on adaptive FEM for linear problems and constitute the main ingredients for any optimality proof in literature so far, we are able to show that this minimal set of four axioms is sufficient and, in some sense, even necessary to prove optimality. Unlike the overview articles [43, 44], the analysis is not bound to a particular model problem, but applies to any problem within the framework of Section 2 and therefore sheds light onto the theory of adaptive algorithms. In Section 5, these axioms are met for different formulations of the Poisson model problem and allow to reproduce and even improve the state-of-the-art results from the literature for conforming AFEM [14, 15], nonconforming AFEM [20, 22, 25, 26], mixed AFEM [19, 27, 29], and ABEM for weakly-singular [30, 31, 33] and hyper-singular integral equations [31, 34]. Moreover, further examples from Section 6 show that our frame also covers conforming AFEM for non-symmetric problems [17, 18, 47], linear elasticity [28, 48, 49] and different formulations of the Stokes problem [48–53]. We thus provide a general framework of four axioms that unifies the diversity of the quasi-optimality analysis from the literature. Given any adaptive scheme that fits into the above frame, the validity of those four axioms guarantee optimal convergence behaviour independently of the concrete setup.

To illustrate the extensions and applicability of our axioms of adaptivity (A1)–(A4), the second half of this paper treats further advanced topics and contributes with new mathematical insight in the striking performance of adaptive schemes.
First, Section 7 generalizes [21] and analyzes the influence of inexact solvers, which are important for iterative solvers, especially for nonlinear problems. This also gives a mathematically satisfactory explanation of the stability of adaptive schemes against computational noise as e.g. rounding errors in computer arithmetics.

Second, the historic development of adaptive algorithms focused on residual-based a posteriori error estimators, but all kinds of locally equivalent a posteriori error estimators can be exploited as refinement indicators as well. Section 8 provides the means to show optimal convergence behaviour even in this case and extends [16] which is restricted to a patch-wise marking strategy with unnecessary refinements. The refined analysis in this paper is essentially based on a novel equivalent mesh-size function. It provides a mathematical background for the standard AFEM algorithm with facet-based and/or non-residual error estimators. To illustrate the analysis from Section 8, Section 9 provides several examples with facet-based formulations of the residual estimators as well as non-residual error estimators like the ZZ-estimator in the frame of the Poisson model problem.

Third, only few is known about optimal convergence behaviour of adaptive FEM in the frame of nonlinear problems. To the authors’ best knowledge, the following works provide all results available and analyze adaptive lowest-order Courant finite elements for three particular situations: The work [54] considers the \( p \)-Laplacian, while [18, 55] consider model problems in the frame of strongly-monotone operators. In Section 10, the abstract framework of Section 4 and Section 8 is used to reproduce these results. As for the linear problems considered and unlike [54], efficiency is only used to characterize the approximation class, but avoided for the quasi-optimality analysis.

Finally, the development of adaptive algorithms focused on homogeneous Dirichlet problems. Section 11 considers inhomogeneous boundary conditions of mixed Dirichlet-Neumann-Robin type. In particular, the issue of inhomogeneous Dirichlet data, at a first glance regarded as a minor technical detail, introduces severe technical difficulties arising from the additional approximation of the non-homogeneous Dirichlet data in the fractional-order trace space \( H^{1/2} \). While a first convergence result for 2D AFEM is already found in [35], quasi-optimal convergence rates have been derived only recently in [36] for lowest-order elements in 2D and more general in [37]. The last work, however, proposes an artificial two-step Dörfler marking, while the present refined analysis now provides optimal convergence behavior even in case of the common adaptive loop and standard Dörfler marking. We refer to Section 11 for details.

1.3. Brief discussion of axioms

The abstract framework is independent of the precise application and its respective discretization. Let \( \mathcal{X} \) be a vector space, where \( u \in \mathcal{X} \) denotes the target to be approximated. This general assumption includes the cases where \( u \) is some (possibly non-unique) solution of a variational equality or inequality. For any shape-regular triangulation \( \mathcal{T} \) from some mesh-refining algorithm, let \( \mathcal{X}(\mathcal{T}) \) be a discrete space, which may be nonconforming in the sense that \( \mathcal{X}(\mathcal{T}) \) is not necessarily a subspace of \( \mathcal{X} \). Let \( U(\mathcal{T}) \in \mathcal{X}(\mathcal{T}) \) denote some discrete approximation returned by the numerical solver at hand. Finally, assume that \( \mathcal{X} \cup \mathcal{X}(\mathcal{T}) \) is equipped with some quasi-metric \( d[\mathcal{T}; \cdot, \cdot] \). In most applications this will either be a norm or a quasi-norm in some suitable Banach space. Notice that uniqueness of continuous and discrete solution \( u \) resp. \( U(\mathcal{T}) \) is not explicitly assumed or required.

In this rather general setting, the local contributions

\[
\eta_T(\mathcal{T}; \cdot) : \mathcal{X}(\mathcal{T}) \rightarrow [0, \infty) \quad \text{for all } T \in \mathcal{T}
\]

of an a posteriori error estimator

\[
\eta(\mathcal{T}; V) = \left( \sum_{T \in \mathcal{T}} \eta_T(\mathcal{T}; V)^2 \right)^{1/2} \quad \text{for all } V \in \mathcal{X}(\mathcal{T})
\]

serve as refinement indicators in the module **MARK** of the adaptive scheme. To single out the elements \( T \) for refinement of the adaptively generated meshes \( \mathcal{T}_l \), the Dörfler marking strategy [11] determines a set
\( \mathcal{M}_\ell \subseteq \mathcal{T}_\ell \) of minimal cardinality such that
\[
\theta \eta(T_\ell; U(T_\ell))^2 \leq \sum_{T \in \mathcal{M}_\ell} \eta_T(T_\ell; U(T_\ell))^2
\]  
(1.1)
for some fixed bulk parameter \( 0 < \theta < 1 \). The following four axioms are sufficient for optimal convergence. They are formally defined in Section 3 below and outlined here for a convenient reading and overview.

The first axiom (A1) asserts stability on non-refined elements in the sense that
\[
\left| \left( \sum_{T \in S} \eta_T(\hat{T}; \hat{V})^2 \right)^{1/2} - \left( \sum_{T \in S} \eta_T(T; V)^2 \right)^{1/2} \right| \leq C_{\text{stab}} d[\hat{T}; \hat{V}, V] 
\]  
(A1)
holds for any subset \( S \subseteq \mathcal{T} \cap \hat{T} \) of non-refined element domains, for all admissible refinements \( \hat{T} \) of a triangulation \( T \), and for all corresponding discrete functions \( V \in \mathcal{X}(T) \) and \( \hat{V} \in \mathcal{X}(\hat{T}) \). In practice, this axiom is easily verified by the triangle inequality and appropriate inverse estimates.

The second axiom (A2) asserts a reduction property on refined elements in the sense that
\[
\sum_{T \in \mathcal{T} \setminus \hat{T}} \eta_T(\hat{T}; U(T_\ell))^2 \leq \rho_{\text{red}} \sum_{T \in \mathcal{T} \setminus \hat{T}} \eta_T(T; U(T))^2 + C_{\text{red}} d[\hat{T}; U(T_\ell), U(T)]^2
\]  
(A2)
holds for any admissible refinement \( \hat{T} \) of a triangulation \( T \) and their corresponding discrete approximations \( U(T_\ell) \) and \( U(T) \). Such an estimate is the contribution of [15] and follows from the observation that the contributions of the error estimators are weighted by the local mesh-size which uniformly decreases on each refined element. Together with the triangle inequality, an appropriate inverse estimate then proves (A2).

The third axiom (A3) asserts an appropriate quasi-orthogonality which generalizes the Pythagoras theorem
\[
d[u, U(T_{\ell+1})]^2 + d[U(T_{\ell+1}), U(T_\ell)]^2 = d[u, U(T_\ell)]^2
\]  
(A3')
met for conforming methods in a Hilbert space setting, where \( d[u, v] = \|u - v\|_X \) stems from the Hilbert space norm and \( d[\cdot, \cdot] = d[\hat{T}; \cdot, \cdot] = d[T_{\ell+1}; \cdot, \cdot] \). The Pythagoras theorem (A3') implies the quasi-orthogonality axiom (A3). Our formulation generalizes the quasi-orthogonals found in the literature [17, 19, 26, 47], see Section 3.5. Moreover, Proposition 4.10 below shows that (A3) is essentially equivalent to linear convergence of the adaptive algorithm. In particular, we shall see below that our quasi-orthogonality axiom (A3) cannot be weakened further if one aims to follow the state-of-the-art proofs of quasi-optimal convergence rates which go back to [14, 15].

A common property of error estimators is reliability (1.2)
\[
d[T; u, U(T)] \leq C_{\text{rel}} \eta(T; U(T)) 
\]  
(1.2)
for all triangulations \( T \) and the corresponding discrete solution \( U(T_\ell) \). As stated below, reliability is implied by the fourth axiom (A4) and is therefore not an axiom itself.

With those three axioms (A1)–(A3) and reliability (1.2), the adaptive algorithm leads to linear convergence in the sense of
\[
\eta(T_{\ell+k}; U(T_{\ell+k}))^2 \leq C_{\text{conv}} \rho_{\text{conv}}^k \eta(T_\ell; U(T_\ell))^2 \quad \text{for all } k, \ell \in \mathbb{N}_0 := \{0, 1, 2, \ldots \}
\]  
(1.3)
and some constants \( 0 < \rho_{\text{conv}} < 1 \) and \( C_{\text{conv}} > 0 \), cf. Theorem 4.1 (i) below. Some short remarks are in order to stress the main differences to the nowadays main stream literature. Unlike \([15, 16]\), we do not consider the quasi-error which is the weighted sum of error plus error estimator. Unlike \([14, 17, 47]\), we do not consider the total error which is the weighted sum of error plus oscillations. The analysis of this paper avoids the use of any lower bound of the error, while \([14, 17, 47]\) build on some (even stronger) discrete local lower bound. Instead, we generalize and extend the approach of the recent work [18] and only rely on the error estimator and the reliability estimate (1.2).
The final axiom (A4) asserts discrete reliability of the error estimator: For any admissible refinement \( \hat{T} \) of a triangulation \( T \) and their respective discrete approximation \( U(\hat{T}) \) and \( U(T) \), we assume that

\[
    d[\hat{T};U(\hat{T}),U(T)] \leq C_{\text{drel}} \left( \sum_{T \in R(T,\hat{T})} \eta_T(T;U(T))^2 \right)^{1/2},
\]

where \( R(T,\hat{T}) \subseteq T \) is a “small” superset of the set of refined elements, i.e. \( T \setminus \hat{T} \subseteq R(T,\hat{T}) \) and \( R(T,\hat{T}) \) contains up to a fixed multiplicative constant the same number of elements as \( T \setminus \hat{T} \). Such a property has first been shown in [14], where \( R(T,\hat{T}) \) denotes \( T \setminus \hat{T} \) plus one additional layer of elements. By means of this property, it is shown that the Dörfler marking strategy used to single out the elements for refinement, is not only sufficient for linear convergence (1.3), but in some sense even necessary. We refer to Proposition 4.12 below for a precise statement of this “equivalence”. Lemma 3.3 shows that discrete reliability (A4) implies reliability (1.2).

With the axioms (A1)–(A4), we prove in Theorem 4.1 (ii) that the adaptive algorithm leads to the best possible algebraic convergence order for the error estimator in the sense that

\[
    \| (\eta(\cdot),U(\cdot))\|_{B_s} := \sup_{N \in \mathbb{N}_0} \inf_{|T| - |T_0| \leq N} \eta(T; U(T)) (N + 1)^s \approx \sup_{\ell \in \mathbb{N}_0} \eta(T_\ell; U(T_\ell)) (|T_\ell| - |T_0| + 1)^s
\]

for all \( s > 0 \). The use of \( N + 1 \) instead of \( N \) above is just a minor detail which avoids division by zero. By definition, \( \| (\eta(\cdot),U(\cdot))\|_{B_s} < \infty \) means that an algebraic convergence \( \eta(T; U(T)) = \mathcal{O}(N^{-s}) \) is theoretically possible if the optimal meshes \( T \) with \( N \) elements are chosen. In explicit terms, this means that the adaptive algorithm will asymptotically regain the best convergence rate and hence quasi-optimal meshes with respect to the error estimator \( \eta(\cdot) \).

To relate quasi-optimal estimator convergence with convergence rates of the error, we consider efficiency of the error estimator in the sense that

\[
    C_{\text{eff}}^{-1} \eta(T; U(T)) \leq d[T; u, U(T)] + \text{osc}(T; U(T))
\]

for all triangulations \( T \) and the corresponding discrete solution \( U(T) \). Here, \( \text{osc}(T; U(T)) \) denotes certain data oscillation terms which are—for simple model problems—of higher order. By use of (1.4), the approximability \( \| \cdot \|_{A_s} \) can equivalently be formulated in the form of nonlinear approximation classes found e.g. in [15–17]. Details are given in Section 4.2. Moreover, if \( \text{osc}(T; U(T)) \) satisfies

\[
    \| \text{osc}(\cdot) \|_{A_s} := \sup_{N \in \mathbb{N}} \inf_{|T| - |T_0| \leq N} \text{osc}(T; U(T)) (N + 1)^s < \infty
\]

and the error is quasi-monotone, the approximability \( \| \cdot \|_{A_s} \) can be related to

\[
    \| (u, U(\cdot))\|_{A_s} := \sup_{N \in \mathbb{N}} \inf_{|T| - |T_0| \leq N} d[T; u, U(\cdot)] (N + 1)^s,
\]

which characterizes the discretization error only. Theorem 4.5 then states

\[
    \| (u, U(\cdot))\|_{A_s} + \| \text{osc}(\cdot) \|_{A_s} \approx \sup_{\ell \in \mathbb{N}_0} \frac{d[T_\ell; u, U(T_\ell)]}{(|T_\ell| - |T_0| + 1)^{-s}} + \| \text{osc}(\cdot) \|_{A_s},
\]

and proves that the adaptive algorithm will asymptotically recover the best optimal convergence rate and hence quasi-optimal meshes with respect to the discretization error. In particular, the adaptive scheme then performs as good as or even better than any other adaptive mesh-refining scheme based on the same mesh-refinement.
1.4. Outline

The remaining parts of this paper are organized as follows.

- **Section 2** (page 7ff.) introduces the abstract setting and specifies the assumptions posed on the continuous space $X$ and on the discrete space $X(T)$. Moreover, the adaptive algorithm is formally stated, and admissible mesh-refinement strategies are discussed.

- **Section 3** (page 10ff.) starts with the precise statement of the four axioms (A1)–(A4) required and analyzes relations between those. The short historical overview emphasizes where the respective axioms have appeared first in the literature.

- **Section 4** (page 16ff.) states and proves the main theorem on convergence and quasi-optimal rates of the adaptive algorithm in the abstract framework.

- **Section 5** (page 27ff.) exemplifies the abstract theory for different discretizations of the Laplace model problem. We consider conforming FEM (Section 5.1), nonconforming FEM (Section 5.2), and mixed FEM (Section 5.3), as well as conforming BEM for weakly-singular integral equations (Section 5.4) and hypersingular integral equations (Section 5.5).

- **Section 6** (page 35ff.) considers further examples from the frame of second-order elliptic PDEs. Besides conforming FEM for non-symmetric PDEs (Section 6.1), we consider nonconforming and mixed FEM for the Stokes system (Section 6.2 and Section 6.3) as well as mixed FEM for the Lamé system for linear elasticity (Section 6.4).

- **Section 7** (page 40ff.) extends the abstract framework to include inexact solvers into the analysis.

- **Section 8** (page 45ff.) further extends the analysis to cover a posteriori error estimators which are not weighted by the local mesh-size $h$, but are locally equivalent to an error estimator which satisfies (A1)–(A4). A prominent example of this estimator class is recovery-based error estimators (Section 9.4) for FEM which are occasionally also called ZZ-estimators after Zienkiewicz and Zhu [56]. For these estimators, the reduction property (A2) can hardly be proved. Still, one can prove convergence even with quasi-optimal convergence rates. The technical heart of the matter is a novel mesh-width function which is pointwise equivalent to the usual local mesh-width, but contractive on the entire patch of a refined element (Proposition 8.6).

- **Section 9** (page 55ff.) provides several examples for locally equivalent FEM error estimators for the Poisson model problem. This includes facet-based formulations of the residual error estimator (Section 9.3) as well as recovery-based error estimators (Section 9.4).

- **Section 10** (page 60ff) applies the abstract analysis to nonlinear FEM model problems. We consider adaptive FEM for strongly monotone operators (Section 10), the $p$-Laplace problem (Section 10.2), and an elliptic eigenvalue problem (Section 10.3).

- **The final Section 11** (page 68ff.) aims to analyze non-homogeneous boundary conditions in adaptive FEM computations. As model problem serves the Laplace equation with mixed Dirichlet-Neumann-Robin boundary conditions. Emphasis is on inhomogeneous Dirichlet conditions, where an additional discretization is required, since discrete functions cannot satisfy continuous Dirichlet conditions. Our analysis generalizes and improves the recent works [36, 37].

1.5. Notation

Some practical guide to the notation concludes this introduction. Lower case letters denote quantities on the continuous level like the solution $u$, while upper case letters denote their discrete counterparts usually labelled with respect to the triangulation at hand like the discrete approximation $U(T)$.

The symbol $|·|$ has multiple meanings which, however, cannot lead to ambiguities. For vectors and scalars, $|x|$ denotes the Euclidean length. For finite sets $M$, $|M|$ denotes the number of elements. Finally, for subsets and elements $T \subset \mathbb{R}^d$, $|T|$ denotes either the $d$-dimensional Lebesgue measure or the $(d-1)$-dimensional surface measure. This will be clear from the context.

Throughout all statements, all constants as well as their dependencies are explicitly given. In proofs, we may abbreviate notation by use of the symbol $\lesssim$ which indicates up to some multiplicative constant which is clear from the context. Moreover, the symbol $\simeq$ states that both estimates $\lesssim$ as well as $\gtrsim$ hold.

Finally, the symbols $C > 0$ and $\gamma > 0$ denote positive constants, while $0 < \rho < 1$ denote contraction constants. To improve readability, the most important constants as well as their respective first appearances are collected in Table 1 and Table 2.
2. Abstract Setting

This section is devoted to the definition of the problem and the precise statement of the adaptive algorithm.

2.1. Adaptive approximation problem

Suppose that $\mathcal{X}$ is a vector space. Based on some initial triangulation $T_0$, let $T$ denote the set of all admissible refinements of $T_0$ as described in Section 2.4 below. Each $T \in T$ induces a finite dimensional space $\mathcal{X}(T)$. Suppose the existence of a numerical solver

$$U(\cdot) : T \rightarrow \mathcal{X}(\cdot)$$

(2.1)

which provides some discrete approximation $U(T) \in \mathcal{X}(T)$ of some (unknown) limit

$$u \in \mathcal{X}.$$  

(2.2)

For adaptive error estimation, each element domain $T \in T$ admits a computable refinement indicator

$$\eta_T(T; \cdot) : \mathcal{X}(T) \rightarrow [0, \infty)$$

which specifies the global error estimator

$$\eta(T; V)^2 := \sum_{T \in T} \eta_T(T; V)^2 \quad \text{for all } V \in \mathcal{X}(T).$$

(2.3)
2.2. Error measure and further approximation property

We assume that \(\mathcal{X} \cup \mathcal{X}(T)\) is equipped with some error measure \(d[T; \cdot; \cdot]\) which satisfies the following properties for all \(v, w, y \in \mathcal{X} \cup \mathcal{X}(T)\) and some universal constant \(C_\Delta > 0\), namely

- (non-negativity) \(d[T; v, w] \geq 0\);
- (quasi-symmetry) \(d[T; v, w] \leq C_\Delta d[T; w, v]\);
- (quasi-triangle inequality) \(C_\Delta^{-1} d[T; v, y] \leq d[T; v, w] + d[T; w, y]\).

Suppose the following compatibility condition: For any refinement \(\hat{T}\) of \(T\), \(d[\hat{T}; \cdot; \cdot]\) is even well-defined on \(\mathcal{X} \cup \mathcal{X}(T) \cup \mathcal{X}(\hat{T})\) with \(d[\hat{T}; v, V] = d[T; v, V]\) for all \(v \in \mathcal{X}\) and \(V \in \mathcal{X}(T)\). Suppose that each mesh \(T \in \mathcal{T}\) allows for the further approximation property of \(u \in \mathcal{X}\) in the sense that for all \(\varepsilon > 0\), there exists a refinement \(\hat{T} \in \mathcal{T}\) of \(T\) such that

\[
d[\hat{T}; u, U(\hat{T})] \leq \varepsilon. \tag{2.4}
\]

**Remark 2.1.** In many applications, (2.4) holds for a sufficiently fine uniform refinement \(\hat{T}\) of \(T\) and follows from a priori estimates for smooth functions and density arguments.

2.3. Adaptive algorithm

Under the assumptions of Section 2.1, the general adaptive algorithm reads as follows.

**Algorithm 2.2.** **INPUT:** Initial triangulation \(T_0\) and bulk parameter \(0 < \theta \leq 1\).

**Loop:** For \(\ell = 0, 1, 2, \ldots\) do (i) – (iv).

(i) Compute discrete approximation \(U(T_\ell)\).

(ii) Compute refinement indicators \(\eta(T_\ell; U(T_\ell))\) for all \(T \in T_\ell\).

(iii) Determine set \(M_\ell \subseteq T_\ell\) of (almost) minimal cardinality such that

\[
\theta \eta(T_\ell; U(T_\ell))^2 \leq \sum_{T \in M_\ell} \eta(T_\ell; U(T_\ell))^2. \tag{2.5}
\]

(iv) Refine (at least) the marked elements \(T \in M_\ell\) to generate triangulation \(T_{\ell+1}\).

**OUTPUT:** Discrete approximations \(U(T_\ell)\) and error estimators \(\eta(T_\ell; U(T_\ell))\) for all \(\ell \in \mathbb{N}_0\).

**Remark 2.3.** Suppose that \(S_\ell \subseteq T_\ell\) is some (not necessarily unique) set of minimal cardinality which satisfies the Dörfler marking criterion (2.5). In step (iii) the phrase almost minimal cardinality means that \(|M_\ell| \leq C_{\min} |S_\ell|\) with some \(\ell\)-independent constant \(C_{\min} \geq 1\).

**Remark 2.4.** A greedy algorithm for (2.5) sorts the elements \(T_\ell = \{T_1, \ldots, T_N\}\) such that \(\eta_{T_1}(T_\ell; U(T_\ell)) \geq \eta_{T_2}(T_\ell; U(T_\ell)) \geq \ldots \geq \eta_{T_N}(T_\ell; U(T_\ell))\) and takes the minimal \(1 \leq J \leq N\) such that \(\theta \eta_J(T_\ell; U(T_\ell))^2 \leq \sum_{j=1}^{J} \eta_{T_j}(T_\ell; U(T_\ell))^2\). This results in logarithmic-linear growth of the complexity. The relaxation to almost minimal cardinality of \(M_\ell\) allows to employ a sorting algorithm based on binning so that \(M_\ell\) in (2.5) can be determined in linear complexity [14, Section 5].

**Remark 2.5.** Small adaptivity parameters \(0 < \theta \ll 1\) lead to only few marked elements and so to possibly very local mesh-refinements. The other extreme, \(\theta = 1\) basically leads to uniform refinement, where (almost) all elements are refined.
2.4. Mesh-refinement

For adaptive mesh-refinement, any strategy may be used if it fulfils the properties (2.7)–(2.10) specified below. From now on, we use an arbitrary, but fixed mesh-refinement strategy. Possible examples are found in Section 2.5. Given an initial triangulation $T_0$, the set of admissible triangulations reads

$$T := \{ T : T \text{ is an admissible refinement of } T_0 \}. \quad (2.6)$$

Moreover, the subset of all admissible triangulations in $T$ which have at most $N \in \mathbb{N}$ elements more than the initial mesh $T_0$ reads

$$T(N) := \{ T \in T : |T| - |T_0| \leq N \},$$

where $| \cdot | = \text{card}(\cdot)$ is the counting measure. Each refined element $T \in T$ is split into at least two and at most into $C_{\text{son}} \geq 2$ sons. This implies the estimate

$$|T \setminus \hat{T}| \leq |\hat{T}| - |T| \quad (2.7)$$

for all refinements $\hat{T} \in T$ of $T \in T$ and for one-level refinements $T_{\ell+1}$ of $T_{\ell}$

$$|T_{\ell+1}| - |T_{\ell}| \leq (C_{\text{son}} - 1)|T_{\ell}| \quad (2.8)$$

The refinement strategy allows for the closure estimate for triangulations generated by Algorithm 2.2 in the sense that

$$|T_{\ell}| - |T_0| \leq C_{\text{mesh}} \sum_{k=0}^{\ell-1} |M_k| \quad \text{for all } \ell \in \mathbb{N} \quad (2.9)$$

with some constant $C_{\text{mesh}} > 0$ which depends only on $T$. Finally, assume that for any two meshes $T, T' \in T$ there is a coarsest common refinement $T \oplus T' \in T$ which satisfies

$$|T \oplus T'| \leq |T| + |T'| - |T_0|. \quad (2.10)$$

**Remark 2.6.** The linear convergence (4.3) of $\eta(\cdot)$ which is stated in Theorem 4.1 (i), is independent of (2.8)–(2.10). The optimal convergence rate of $\eta(\cdot)$ from (4.5) which is stated in Theorem 4.1 (ii) requires the validity of (2.7) and (2.9)–(2.10) for the upper bound, while the lower bound relies only on (2.8).

2.5. Examples for admissible mesh-refinement strategies

This short section comments on admissible mesh-refinement strategies with properties (2.7)–(2.10).

For $d = 1$, simple bisection satisfies (2.7)–(2.10). Since usual error estimates, however, rely on the boundedness of the $\gamma$-shape regularity in the sense of

$$\max \{ |T|/|T'| : T, T' \in T, T \cap T' \neq \emptyset \} \leq \gamma, \quad (2.11a)$$

additional bisections have to be imposed. Here, $|T|$ denotes the diameter of $T$. We refer to [32] for some extended 1D bisection algorithm with (2.7)–(2.10) as well as (2.11a) for all $T \in T$. There, the mesh-refinement guarantees that only finitely many shapes of, e.g., node patches $\omega(T;z) := \bigcup \{ T \in T : z \in T \}$ occur. In particular, the constant $\gamma \geq 1$ depends only on the initial mesh $T_0$.

Even though the above mesh-refinement strategy seems fairly arbitrary, to the best of our knowledge, the newest vertex bisection for $d \geq 2$ is the only refinement strategy known to fulfil (2.9)–(2.10) for regular triangulations. The proof of (2.10) is found in [14] for $d = 2$ and [15] for $d \geq 2$. For the proof of (2.9), we refer to [13] for $d = 2$ and [57] for $d \geq 2$. The proof of (2.8) is obvious for newest vertex bisection in 2D and is valid in any dimension (the proof follows with arguments from [57]) as pointed out by R. Stevenson in a private communication. The works [13, 57] assume an appropriate labelling of the edges of the initial mesh $T_0$ to prove (2.9). This poses a combinatorial problem on the initial mesh $T_0$ but does not concern any of the
following meshes $T_\ell$, $\ell \geq 1$. For $d = 2$, it can be proven that each conforming triangular mesh $T$ allows for such a labelling, while no efficient algorithm is known to compute this in linear complexity. For $d \geq 3$, such a result is missing. However, it is known that an appropriate uniform refinement of an arbitrary conforming simplicial mesh $T$ for $d \geq 2$ allows for such a labelling [57]. Moreover, for $d = 2$, it has recently been proved in [58] that (2.9) even holds without any further assumption on the initial mesh $T_0$.

If one admits hanging nodes, also the red-refinement strategy from [59] can be used, where the order of hanging nodes is bounded. Both mesh-refinement strategies, the one of [59] as well as newest vertex bisection, guarantee uniform boundedness of the $\gamma$-shape regularity in the sense of

$$|T|^{1/d} \leq \text{diam}(T) \leq \gamma |T|^{1/d} \quad \text{for all } T \in \mathcal{T} \in \mathcal{T}$$

with some fixed $\gamma \geq 1$ and the $d$-dimensional Lebesgue measure $|\cdot|$. As above, both mesh-refinement strategies guarantee that only finitely many shapes of, e.g., node patches $\omega(T; z) := \bigcup \{T \in \mathcal{T} : z \in T\}$ occur, and the constant $\gamma \geq 1$ thus depends only on the initial mesh $T_0$.

Even the simple red-green-blue refinement from [60] fails to satisfy (2.10) as seen from a counterexample in [61, Satz 4.15].

### 3. The Axioms

This section states a set axioms that are sufficient for quasi-optimal convergence of Algorithm 2.2 from Section 2.3. In other words, any numerical algorithm that fits into the general framework of Algorithm 2.2 will converge with optimal rate if it satisfies (A1)–(A4) below.

#### 3.1. Set of axioms

The following four axioms for optimal convergence of Algorithm 2.2 concern some fixed (unknown) limit $u \in \mathcal{X}$ and the (computed) discrete approximation $U(T) \in \mathcal{X}(T)$ for any given mesh $T \in \mathcal{T}$. The constants in (A1)–(A4) satisfy $C_{\text{stab}}, C_{\text{red}}, C_{\text{osc}}, C_{\text{drel}}, C_{\text{ref}}, C_{\text{qo}}(\varepsilon_{\text{qo}}) \geq 1$ as well as $0 < \rho_{\text{red}} < 1$ and depend solely on $\mathcal{T}$.

(A1) **Stability on non-refined element domains**: For all refinements $\hat{T} \in \mathcal{T}$ of a triangulation $T \in \mathcal{T}$, for all subsets $S \subseteq \mathcal{T} \cap \hat{T}$ of non-refined element domains, and for all $V \in \mathcal{X}(T)$, $\hat{V} \in \mathcal{X}(\hat{T})$, it holds that

$$\left( \sum_{T \in S} \eta_T(\hat{T}; \hat{V})^2 \right)^{1/2} \left( \sum_{T \in S} \eta_T(T; V)^2 \right)^{1/2} \leq C_{\text{stab}} d[\hat{T}; \hat{V}, V].$$

(A2) **Reduction property on refined element domains**: Any refinement $\hat{T} \in \mathcal{T}$ of a triangulation $T \in \mathcal{T}$ satisfies

$$\sum_{T \in \hat{T} \setminus \mathcal{T}} \eta_T(\hat{T}; U(\hat{T}))^2 \leq \rho_{\text{red}} \sum_{T \in \mathcal{T} \setminus \hat{T}} \eta_T(T; U(T))^2 + C_{\text{red}} d[\hat{T}; U(\hat{T}), U(T)]^2.$$

(A3) **General quasi-orthogonality**: There exist constants

$$0 \leq \varepsilon_{\text{qo}} < \varepsilon_{\text{qo}}^*(\theta) := \sup_{\delta > 0} \frac{1 - (1 + \delta)(1 - (1 - \rho_{\text{red}})\theta)}{C_{\text{rel}}^2 (C_{\text{red}} + (1 + \delta^{-1})C_{\text{stab}}^2)}$$

and $C_{\text{qo}}(\varepsilon_{\text{qo}}) \geq 1$ such that the output of Algorithm 2.2 satisfies, for all $\ell, N \in \mathbb{N}_0$ with $N \geq \ell$, that

$$\sum_{k=\ell}^{N} (d[T_{k+1}; U(T_{k+1}), U(T_k)]^2 - \varepsilon_{\text{qo}} d[T_k; u, U(T_k)]^2) \leq C_{\text{qo}}(\varepsilon_{\text{qo}}) \eta(T_\ell; U(T_\ell))^2.$$
(A4) **Discrete reliability:** For all refinements \( \hat{T} \in \mathcal{T} \) of a triangulation \( T \in \mathcal{T} \), there exists a subset \( R(T, \hat{T}) \subseteq T \) with \( T \setminus \hat{T} \subseteq R(T, \hat{T}) \) and \( |R(T, \hat{T})| \leq C_{rel}|T \setminus \hat{T}| \) such that
\[
\| \hat{T}; U(\hat{T}), U(T) \|_2^2 \leq C_{drel} \sum_{T \in R(T, \hat{T})} \eta_T(T; U(T))^2.
\]

**Remark 3.1.** Proposition 4.10 and Proposition 4.11 below show that general quasi-orthogonality (A3) together with (A1)–(A2) and reliability (3.7) implies (A3) even with \( \varepsilon_{qo} = 0 \) and \( 0 < C_{qo}(0) < \infty \).

**Remark 3.2.** In all examples of Section 5–6 and Section 9–10, the axiom (A3) is proved for any \( \varepsilon_{qo} > 0 \) instead of one single \( 0 < \varepsilon_{qo} < \varepsilon_{qo}^*(\theta) \) because the value of \( \varepsilon_{qo}^*(\theta) \) is involved. Simple calculus allows to determine the maximum in (A3) as
\[
\varepsilon_{qo}^*(\theta) = \left(1 - \frac{(1 - (1 - \rho_{red})\theta)C_{red} + D}{C_{red} + C_{stab}^2}\right) \frac{D - (1 - (1 - \rho_{red})\theta)C_{stab}^2}{C_{rel}D(C_{red} + C_{stab}^2)} \geq \frac{\theta^2(1 - \rho_{red})^2C_{stab}^2}{2C_{rel}(C_{red} + C_{stab}^2)^2} > 0.
\]
where \( D := \sqrt{1 - (1 - \rho_{red})\theta}\sqrt{C_{red}C_{stab}(1 - \rho_{red})\theta + C_{stab}^2} > 0 \). While Theorem 4.1 (i) holds for any choice \( 0 < \theta \leq 1 \), the optimality result of Theorem 4.1 (ii) is further restricted by \( \theta < \theta_* := (1 + C_{stab}^2C_{rel})^{-1} \).

The following sections are dedicated to the relations between the different axioms and the corresponding implications. Figure 1 outlines the convergence and quasi-optimality proof in Section 4 and visualizes how the different axioms interact.

### 3.2. Historic remarks

This work provides some unifying framework on the theory of adaptive algorithms and the related convergence and quasi-optimality analysis. Some historic remarks are in order on the development of the arguments over the years. In one way or another, the axioms arose in various works throughout the literature.
● **Reliability (3.7).** Reliability basically states that the unknown error tends to zero if the computable and hence known error bound is driven to zero by smart adaptive algorithms. Since the invention of adaptive FEM in the 1970s, the question of reliability was thus a pressing matter and first results for FEM date back to the early works of Babuška & Rheinboldt [62] in 1D and Babuška & Miller [39] in 2D. Therein, the error is estimated by means of the residual. In the context of BEM, reliable residual-based error estimators date back to the works of Carstensen & Stephan [45, 63, 64]. Since the actual adaptive algorithm only knows the estimator, reliability estimates have been a crucial ingredient for convergence proofs of adaptive schemes of any kind.

● **Efficiency (4.6).** Compared to reliability (3.7), efficiency (4.6) provides the converse estimate and states that the error is not overestimated by the estimator, up to some oscillation terms osc(\(\cdot;\ U(\cdot)\)) determined from the given data. An error estimator which satisfies both, reliability and efficiency, is mathematically guaranteed to asymptotically behave like the error, i.e., it decays with the same rate as the actual computational error. Consequently, efficiency is a desirable property as soon as it comes to convergence rates. For FEM with residual error estimators, efficiency has first been proved by Verfürth [65]. He used appropriate inverse estimates and localization by means of bubble functions. In the frame of BEM, however, efficiency (4.6) of the residual error estimators is widely open and only known for particular problems [32, 66], although observed empirically, see also Section 5.4.

● **Discrete local efficiency and first convergence analysis of [11, 12].** Reliability (3.7) and efficiency (4.6) are nowadays standard topics in textbooks on a posteriori FEM error estimation [1, 2], in contrast to the convergence of adaptive algorithms. Babuška & Vogelius [38] already observed for conforming discretizations, that the sequence of discrete approximations \(U(T_\ell)\) always converges. The work of Dörfler [11] introduced the marking strategy (2.5) for the Poisson problem

\[-\Delta u = f \text{ in } \Omega \quad \text{and} \quad u = 0 \text{ on } \Gamma = \partial \Omega \quad (3.1)\]

and conforming first-order FEM to show convergence up to any given tolerance. Morin, Nochetto & Siebert [12] refined this and the arguments of Verfürth [65] and Dörfler [11] and proved the discrete variant

\[C_{eff}^{-2} \eta(T_\ell; U(T)) \leq \| \nabla (U(T_{\ell+1}) - U(T_\ell)) \|_{L^2(\Omega)}^2 + \text{osc}_{T_\ell}(T_\ell; U(T_\ell)) \]

of the efficiency (4.6). See also [67] for the explicit statement and proof. The proof relies on discrete bubble functions and thus required an *interior node property* of the local mesh-refinement, which is ensured by newest vertex bisection and five bisections for each refined element. With this [12] proved error reduction up to data oscillation terms in the sense of

\[\| \nabla (u - U(T_{\ell+1})) \|_{L^2(\Omega)}^2 \leq \kappa \| \nabla (u - U(T_\ell)) \|_{L^2(\Omega)}^2 + C \text{osc}(T_\ell; U(T_\ell)) \quad (3.2)\]

with some \(\ell\)-independent constants \(0 < \kappa < 1\) and \(C > 0\). This and additional enrichment of the marked elements \(M_\ell \subseteq T_\ell\) to ensure osc(\(T_\ell; U(T_\ell)\)) \(\rightarrow 0\) as \(\ell \rightarrow \infty\) leads to convergence

\[\| \nabla (u - U(T_\ell)) \|_{L^2(\Omega)} \xrightarrow{\ell \rightarrow \infty} 0. \quad (3.3)\]

● **Quasi-orthogonality (A3).** The approach of [12] has been generalized to non-symmetric operators in [47], to nonconforming and mixed methods in [19, 26], as well as to the nonlinear obstacle problem in Braess, Carstensen & Hoppe [68, 69]. One additional difficulty is the lack of the Galerkin orthogonality which is circumvented with the quasi-orthogonality axiom (A3) in Section 3.5 below. Stronger variants of quasi-orthogonalties have been used in [19, 26, 47] and imply (A3) in Section 3.5 below. In its current form, however, the general quasi-orthogonality (A3) goes back to [18] of Feischl, Führer & Praetorius for nonsymmetric operators without artificial assumptions on the initial mesh as in [17, 47]. Proposition 4.10 below shows that the present form (A3) of the quasi-orthogonality cannot be weakened if one aims to follow the analysis of [14, 15] to prove quasi-optimal convergence rates.

● **Optimal convergence rates and discrete reliability (A4).** The work of Binev, Dahmen & DeVore [13] was the first one to prove algebraic convergence rates for adaptive FEM of the Poisson model
problem (3.1) and lowest-order FEM. They extended the adaptive algorithm of [12] by additional coarsening steps to avoid over-refinement. Stevenson [14] removed this artificial coarsening step and introduced the axiom (A4) on discrete reliability. He implicitly introduced the concept of separate Dörfler marking: If the data oscillations \( \text{osc}(T_r; U(T_r)) \) are small compared to the error estimator \( \eta(T_r; U(T_r)) \), he used the common Dörfler marking (2.5) to single out the elements for refinement. Otherwise, he suggested the Dörfler marking (2.5) for the local contributions \( \text{osc}_T(T_r; U(T_r)) \) of the data oscillation terms. The core proof of [14] then uses the observation from [47] that the so-called total error is contracted in each step of the adaptive loop in the sense of

\[
\Delta_{t+1} \leq \kappa \Delta_t \quad \text{for} \quad \Delta_t := \| \nabla (u - U(T_t)) \|_{L^2(\Omega)}^2 + \gamma \text{osc}(T_t; U(T_t))^2
\]

with some \( \ell \)-independent constants \( 0 < \kappa < 1 \) and \( \gamma > 0 \).

Moreover, the analysis of [14] shows that the Dörfler marking (2.5) is not only sufficient to guarantee contraction (3.4), but somehow even necessary, see Section 4.5 for the refined analysis which avoids the use of efficiency (4.6).

- **Stability (A1) and reduction (A2).** The AFEM analysis of [14] was simplified by Cascon, Kreuzer, Nochetto & Siebert [15] with the introduction of the estimator reduction in the sense of

\[
\eta(T_{t+1}; U(T_{t+1}))^2 \leq \kappa \eta(T_r; U(T_r))^2 + C \| \nabla U(T_{t+1}) - U(T_t) \|_{L^2(\Omega)}^2
\]

with constants \( 0 < \kappa < 1 \) and \( C > 0 \). This is an immediate consequence of stability (A1) and reduction (A2) in Section 4.3 below and also ensures contraction of the so-called quasi-error

\[
\Delta_{t+1} \leq \kappa \Delta_t \quad \text{for} \quad \Delta_t := \| \nabla (u - U(T_t)) \|_{L^2(\Omega)}^2 + \eta(T_t; U(T_t))^2
\]

with some \( \ell \)-independent constants \( 0 < \kappa < 1 \) and \( \gamma > 0 \). The analysis of [15] removed the discrete local lower bound from the set of necessary axioms (and hence the interior node property [12]). Implicitly, the axioms (A1)–(A2) are part of the proof of (3.5) in [15]. While (A1) essentially follows from the triangle inequality and appropriate inverse estimates in practice, the reduction (A2) builds on the observation that the element sizes of the sons of a refined element uniformly decreases. For instance, bisection-based mesh-refinements yield \( |T'| \leq |T|/2 \), if \( T' \subset T_{t+1} \setminus T_t \) is a son of \( T \subset T_t \setminus T_{t+1} \).

- **Extensions of the analysis of [15].** The work [16] considers lowest-order AFEM for the Poisson problem (3.1) for error estimators which are locally equivalent to the residual error estimator. The works [17, 18] analyze optimality of AFEM for linear, but non-symmetric elliptic operators. While [17] required that the corresponding bilinear form induces a norm, such an assumption is dropped in [18], so that the latter work concluded the AFEM analysis for linear second-order elliptic PDEs. Convergence with quasi-optimal rates for adaptive boundary element methods has independently been proved in [30, 31]. The main additional difficulty was the development of appropriate local inverse estimates for the nonlocal operators involved. The BEM analysis, however, still hinges on symmetric and elliptic integral operators and excludes boundary integral formulations of mixed boundary value problems as well as the FEM-BEM coupling. AFEM with non-conforming and mixed FEMs is considered for various problems in [20, 22, 23, 25, 28, 70]. AFEM with non-homogeneous Dirichlet and mixed Dirichlet-Neumann boundary conditions are analyzed in [36] for 2D and in [37] for 3D. The latter work adapts the separate Dörfler marking from [14] to decide whether the refinement relies on the error estimator for the discretization error or the approximation error of the given continuous Dirichlet data, see Section 11. The results of those works are reproduced and partially even improved in the frame of the abstract axioms (A1)–(A4) of this paper. Finally, the proofs of [18, 37] simplified the core analysis of [14, 15] in the sense that the optimality analysis avoids the use of the total error and solely works with the error estimator.

### 3.3. Discrete reliability implies reliability

The compatibility condition (2.4) and the discrete reliability (A4) imply reliability.

**Lemma 3.3.** Discrete reliability implies reliability in the sense that any triangulation \( T \in \mathcal{T} \) satisfies

\[
\text{d}(T; u, U(T)) \leq C_{\text{rel}} \eta(T; U(T)).
\]
Proof. Given any \( \varepsilon > 0 \), the choice of \( \hat{T} \) in (2.4) and the discrete reliability (A4) together with \( T \setminus \hat{T} \subseteq R(T, \hat{T}) \) show

\[
C_{\Delta}^{-1} d[T; u, U(T)] = C_{\Delta}^{-1} d[\hat{T}; u, U(T)] \\
\leq d[\hat{T}; u, U(\hat{T})] + d[\hat{T}; U(\hat{T}), U(T)] \\
\leq \varepsilon + C_{\text{rel}} \left( \sum_{T \in R(T, \hat{T})} \eta_{\text{T}}(T; U(T))^2 \right)^{1/2} \\
\leq \varepsilon + C_{\text{rel}} \eta(T; U(T)).
\]

The arbitrariness of \( \varepsilon > 0 \) in the above estimate proves reliability of \( \eta(T; U(T)) \) with \( C_{\text{rel}} = C_{\Delta} C_{\text{rel}} \).

3.4. Quasi-monotonicity of the error estimator

The first two lemmas show that the error estimator is quasi-monotone for many applications in the sense that there exists a constant \( C_{\text{mon}} > 0 \) such that all refinements \( \hat{T} \in T \) of \( T \in \mathbb{T} \) satisfy

\[
\eta(\hat{T}; U(\hat{T})) \leq C_{\text{mon}} \eta(T; U(T)). \tag{3.8}
\]

Although reduction (A2) is assumed in the following, the assumption \( \rho_{\text{red}} < 1 \) in (A2) is not needed in Lemma 3.4 and Lemma 3.5.

Lemma 3.4. Stability (A1), reduction (A2), and discrete reliability (A4) imply quasi-monotonicity (3.8) of the estimator.

Proof. The stability (A1) and the reduction estimate (A2) imply

\[
\eta(\hat{T}; U(\hat{T}))^2 \leq \rho_{\text{red}} \sum_{T \in T \setminus \hat{T}} \eta_{\text{T}}(T; U(T))^2 + 2 \sum_{T \in T \cap \hat{T}} \eta_{\text{T}}(T; U(T))^2 \\
+ (2C_{\text{stab}}^2 + C_{\text{red}}^2) d[\hat{T}; U(\hat{T}), U(T)]^2 =: \text{RHS}.
\]

The discrete reliability (A4), leads to

\[
\text{RHS} \leq \max\{2, \rho_{\text{red}}\} \eta(T; U(T))^2 + (2C_{\text{stab}}^2 + C_{\text{red}}^2) C_{\text{rel}} \sum_{T \in R(T, \hat{T})} \eta_{\text{T}}(T; U(T))^2 \\
\leq \left( \max\{2, \rho_{\text{red}}\} + (2C_{\text{stab}}^2 + C_{\text{red}}^2) C_{\text{rel}}^2 \right) \eta(T; U(T))^2.
\]

This is (3.8) with \( C_{\text{mon}} := \left( \max\{2, \rho_{\text{red}}\} + (2C_{\text{stab}}^2 + C_{\text{red}}^2) C_{\text{rel}}^2 \right)^{1/2} \).

A Céa-type best approximation (3.9) and reliability (3.7) imply monotonicity (3.8).

Lemma 3.5. Suppose stability (A1), reduction (A2), and reliability (3.7) and let \( C_{\text{Céa}} > 0 \) be a constant such that

\[
d[\hat{T}; u, U(\hat{T})] \leq C_{\text{Céa}} \min_{V \in \mathcal{X}(T')} d[\hat{T}; u, V] \tag{3.9}
\]

holds for any refinement \( \hat{T} \) of \( T \in \mathbb{T} \). Suppose that the ansatz spaces \( \mathcal{X}(T) \subseteq \mathcal{X}(\hat{T}) \) are nested. Then, the error estimator is quasi-monotone (3.8).

Proof. As in the proof of Lemma 3.4, it follows

\[
\eta(\hat{T}; U(T))^2 \leq \max\{2, \rho_{\text{red}}\} \eta(T; U(T))^2 + (2C_{\text{stab}}^2 + C_{\text{red}}^2) d[\hat{T}; U(\hat{T}), U(T)]^2.
\]
Recall $d(\hat{T}; u, U(\mathcal{T})) = d(T; u, U(\mathcal{T}))$ and set $\hat{C} := (2C_{\text{stab}}^2 + C_{\text{red}}^2)C_\Delta^2$. Reliability (3.7) and the quasi-triangle inequality yield

$$
\eta(\hat{T}; U(\mathcal{T}))^2 \leq \max\{2, \rho_{\text{red}}\} \eta(T; U(T))^2 + \hat{C}(2C_\Delta^2 d(T; u, U(T))^2 + 2d(T; u, U(T))^2) \\
\leq \max\{2, \rho_{\text{red}}\} \eta(T; U(T))^2 + \hat{C}(2C_\Delta^2 C_{\text{stab}}^2 d(T; u, U(T))^2 + 2d(T; u, U(T))^2) \\
\leq \left( \max\{2, \rho_{\text{red}}\} + 2\hat{C}(1 + C_\Delta^2 C_{\text{stab}}^2)\right) \eta(T; U(T))^2.
$$

This is (3.8) with $C_{\text{mon}} := \left( \max\{2, \rho_{\text{red}}\} + 2\hat{C}(1 + C_\Delta^2 C_{\text{stab}}^2)\right)^{1/2}$. $\square$

3.5. Quasi-orthogonality implies general quasi-orthogonality

The general quasi-orthogonality axiom (A3) generalizes the quasi-orthogonality (B3) := (B3a)&(B3b).

(B3a) There exists a function $\mu : T \to \mathbb{R}$ such that for all $\varepsilon > 0$ there exists some constant $C_1(\varepsilon) > 0$ such that for all refinements $\hat{T} \in T$ of $T \in T$ it holds

$$
d(\hat{T}; U(\mathcal{T}), U(T))^2 \leq (1 + \varepsilon)d(T; u, U(T))^2 - (1 - \varepsilon)d(\hat{T}; u, U(\hat{T}))^2 + C_1(\varepsilon)(\mu(T)^2 - \mu(\hat{T})^2).
$$

(B3b) The function $\mu(\cdot)$ from (B3a) is dominated by $\eta(\cdot; U(\cdot))$ in the sense that

$$
\sup_{T \in T} \frac{\mu(T)^2}{\eta(T; U(T))^2} =: C_2 < \infty.
$$

Lemma 3.6. Reliability (3.7) and quasi-orthogonality (B3) imply the general quasi-orthogonality (A3) for all $\varepsilon = \varepsilon_{\text{qq}}/2 > 0$.

Proof. Quasi-orthogonality (B3) with $\varepsilon = \varepsilon_{\text{qq}}/2$ and reliability (3.7) show for any $N \in \mathbb{N}$ that

$$
\sum_{k=\ell}^{N} (d[T_{k+1}; U(T_{k+1}), U(T_k)]^2 - \varepsilon_{\text{qq}}d[T_k; u, U(T_k)]^2) \\
\leq \sum_{k=\ell}^{N} \left( (1 - \varepsilon_{\text{qq}}/2)(d[T_k; u, U(T_k)]^2 - d[T_{k+1}; u, U(T_{k+1})] + C_1(\varepsilon)(\mu(T_k)^2 - \mu(T_{k+1})^2) \\
\leq (1 - \varepsilon_{\text{qq}}/2)d[T_k; u, U(T_k)]^2 + C_1(\varepsilon_{\text{qq}}/2)\mu(T_k)^2 \lesssim \eta(T_k; U(T_k))^2.
$$

This follows from the telescoping series and (B3b). This concludes the proof of (A3). $\square$

Remark 3.7. In contrast to the common quasi-orthogonality (B3), the general quasi-orthogonality (A3) holds for equivalent norms although with different $\varepsilon_{\text{qq}}$. Therefore, general quasi-orthogonality appears solely as an assumption on the approximation property of the sequence $(U(T_k))_{k \in \mathbb{N}}$.

3.6. Conforming methods for elliptic problems

This short section studies the particular case of conforming methods, which allows some interesting simplifications. Let $b(\cdot, \cdot)$ be a continuous and elliptic bilinear form on the real Hilbert space $X$ with dual $X^*$. Given any $f \in X^*$, the Lax-Milgram lemma guarantees the existence and uniqueness of the solution $u \in X$ to

$$
b(u, v) = f(v) \quad \text{for all } v \in X.
$$

Suppose $X(T) \subseteq X(\mathcal{T}) \subseteq X$ for all triangulations $T \in T$ and all refinements $\mathcal{T} \in T$ of $T$ and suppose that $\| \cdot \|_X$ is the Hilbert space norm on $X$ with $d(T; v, w) = d(v, w) = \|v - w\|_X$ for all $T \in T$ and $v, w \in X$. Model problems follow in Section 5 and Section 6 below.
For any closed subspace $X_\infty$ of $X$, the Lax-Milgram lemma implies the unique existence of a solution $U_\infty \in X_\infty$ to

$$b(U_\infty, V_\infty) = f(V_\infty) \quad \text{for all } U_\infty \in X_\infty$$

which satisfies the Céa lemma (3.9). In particular, this applies to the discrete spaces $X(T)$, so that the discrete Galerkin solutions $U(T) \in X(T)$ are unique and satisfy monotonicity of the error (defined in (4.13) below)

$$\|u - U(T)\|_X \leq C_{\text{Céa}} \|u - U(T)\|_X$$

for all $T \in \mathbb{T}$ and all refinements $\hat{T} \in \mathbb{T}$.

• It has already been observed in the seminal work [38] that in this conforming setting with nested spaces, there holds a priori convergence

$$\lim_{\ell \to \infty} \|U_\infty - U(T_\ell)\|_X = 0$$

(3.12)

towards a certain (unknown) limit $U_\infty \in X$. Therefore stability (A1) and reduction (A2) combined with reliability (3.7) already imply convergence in Section 4.3.

• Suppose that $b(\cdot, \cdot)$ is a scalar product on $X$ with induced norm $\|\cdot\|_X$. Then, the Galerkin orthogonality

$$b(u - U(T_{\ell+1}), V) = 0 \quad \text{for all } V \in X(T_{\ell+1})$$

(3.13)

implies the Pythagoras theorem

$$\|u - U(T_{\ell+1})\|_X^2 = \|u - U(T_{\ell})\|_X^2 - \|U(T_{\ell+1}) - U(T_{\ell})\|_X^2.$$  

(3.14)

In particular, the quasi-orthogonality (B3) is satisfied with $\varepsilon_{\text{qo}} = 0 = C_1$ and $\mu(\cdot) = 0$, and Lemma 3.6 implies the general quasi-orthogonality (A3). In this frame, it thus only remains to verify (A1), (A2), and (A4).

**Remark 3.8.** The a priori convergence (3.12) of conforming methods holds in a wider frame of (not necessarily linear) Petrov-Galerkin schemes as exploited in [40, 41, 71–74] to prove convergence of adaptive FEM and BEM, and the adaptive FEM-BEM coupling.

**4. Optimal Convergence Of The Adaptive Algorithm**

The best possible algebraic convergence rate $0 < s < \infty$ obtained by any local mesh refinement is characterized in terms of

$$\|(u, U(\cdot))\|_{A_s} := \sup_{N \in \mathbb{N}_0} \min_{T \in \mathbb{T}(N)} (N + 1)^s \mathcal{d}[T; u, U(T)] < \infty.$$  

(4.1)

The statement $\|(u, U(\cdot))\|_{A_s} < \infty$ means $\mathcal{d}[T; u, U(T)] = \mathcal{O}(N^{-s})$ for the optimal triangulations $T \in \mathbb{T}(N)$, independently of the error estimator. Since the adaptive algorithm is steered by the error estimator $\eta(\cdot)$, it appears natural to consider the best algebraic convergence rate $\mathcal{O}(N^{-s})$ in terms of $\eta(\cdot)$, characterized by

$$\|(\eta(\cdot), U(\cdot))\|_{B_s} := \sup_{N \in \mathbb{N}_0} \min_{T \in \mathbb{T}(N)} ((N + 1)^s \eta(T; U(T)) < \infty.$$  

(4.2)

This implies the convergence rate $\eta(T; U(T)) = \mathcal{O}(N^{-s})$ for the optimal triangulations $T \in \mathbb{T}(N)$.

The relation of $\|\cdot\|_{A_s}$ and $\|\cdot\|_{B_s}$ and the nonlinear approximation classes in [14–17] will be discussed in Section 4.2 below.
4.1. Optimal convergence rates for the error estimator

The main results of this work state convergence and optimality of the adaptive algorithm in the sense that the error estimator converges with optimal convergence rate. This is a generalization of existing results as discussed in Section 4.2. Moreover, if the error estimator \( \eta(\cdot) \) satisfies an efficiency estimate, also optimal convergence of the error will be guaranteed by Theorem 4.5. On the other hand, Theorem 4.1 and Theorem 4.5 show that the adaptive algorithm characterizes the approximability of the limit \( u \in X \) in terms of the error and the error estimator.

Theorem 4.1. Suppose stability \((A1)\), reduction \((A2)\), and general quasi-orthogonality \((A3)\). Then, Algorithm 2.2 guarantees \((i)-(ii)\).

\( (i) \) Discrete reliability \((A4)\) resp. reliability \((3.7)\) imply for all \( 0 < \theta \leq 1 \) the \( R \)-linear convergence of the estimator in the sense that there exists \( 0 < \rho_{\text{conv}} < 1 \) and \( C_{\text{conv}} > 0 \) such that

\[
\eta(T_{\ell+1}; U(T_{\ell+1})) \leq C_{\text{conv}} \rho_{\text{conv}} \eta(T_{\ell}; U(T_{\ell}))^2 \quad \text{for all } j, \ell \in \mathbb{N}_0.
\]  

(4.3)

In particular,

\[
C^{-1}_{\text{ref}} d[T_{\ell}; u, U(T_{\ell})] \leq \eta(T_{\ell}; U(T_{\ell})) \leq C^{1/2}_{\text{conv}} C^{2/2}_{\text{conv}} \eta(T_{0}; U(T_{0})) \quad \text{for all } \ell \in \mathbb{N}_0.
\]  

(4.4)

\( (ii) \) Discrete reliability \((A4)\) and \( 0 < \theta < \theta_* := (1 + C^2_{\text{stab}} C^2_{\text{drel}})^{-1} \) imply quasi-optimal convergence of the estimator in the sense of

\[
c_{\text{opt}} \|\eta(\cdot), U(\cdot)\|_{B_s} \leq \sup_{\ell \in \mathbb{N}_0} \frac{\eta(T_{\ell}; U(T_{\ell}))}{(|T_{\ell}| - |T_0| + 1)^s} \leq C_{\text{opt}} \|\eta(\cdot), U(\cdot)\|_{B_s}.
\]  

(4.5)

for all \( s > 0 \).

The constants \( C_{\text{conv}}, \rho_{\text{conv}} > 0 \) depend only on \( C_{\text{stab}}, \rho_{\text{red}}, C_{\text{dred}}, C_{\text{qo}}(\varepsilon_{\text{qo}}) > 0 \) as well as on \( \theta \). Furthermore, the constant \( C_{\text{opt}} > 0 \) depends only on \( C_{\text{min}}, C_{\text{ref}}, C_{\text{mesh}}, C_{\text{stab}}, C_{\text{drel}}, C_{\text{red}}, C_{\text{qo}}(\varepsilon_{\text{qo}}), \rho_{\text{red}} > 0 \) as well as on \( \theta \) and \( s \), while \( c_{\text{opt}} > 0 \) depends only on \( C_{\text{son}} \).

Remark 4.2. Unlike prior work \([14–17]\), the upper bound \( \theta_* \) of the range of marking parameters \( 0 < \theta < \theta_* \), does not depend on the efficiency constant \( C_{\text{eff}} \) which is formally introduced in the following Section 4.2.

Remark 4.3. The upper bound in \((4.5)\) states that given that \( \|\eta(\cdot), U(\cdot)\|_{B_s} < \infty \), the estimator sequence \( \eta(T_{\ell}; U(T_{\ell})) \) of Algorithm 2.2 will decay with order \( s \), i.e., if a decay with order \( s \) is possible if the optimal meshes are chosen, this decay will in fact be realized by the adaptive algorithm. The lower bound in \((4.5)\) states that the asymptotic convergence rate of the estimator sequence, in fact, characterizes to which approximation class \( B_s \) the problem and its discretization belong.

4.2. Optimal convergence rates for the error

The following proposition relates the definition of optimality in \((4.1)\) and \((4.2)\) with the nonlinear approximation classes in \([14–17]\). To that end, efficiency comes into play: There exists \( C_{\text{eff}} > 0 \) such that for all \( T \in \mathcal{T} \), there exists a mapping \( \text{osc}(T; \cdot) : X \rightarrow [0, \infty] \) such that any triangulation \( T \in \mathcal{T} \) satisfies

\[
C^{-2}_{\text{eff}} \eta(T; U(T))^2 \leq d[T; u, U(T)]^2 + \text{osc}(T; U(T))^2,
\]  

(4.6)

In particular, this implies that the data oscillations do not have to be treated explicitly in the analysis. The quality of the oscillation term \( \text{osc}(\cdot) \) is measured with

\[
\|\text{osc}(\cdot)\|_{B_s} := \sup_{N \in \mathbb{N}_0} \min_{T \in \mathcal{T}(N)} (N + 1)^s \text{osc}(T; U(T)) < \infty.
\]  

(4.7)

The following theorem shows, that the result of Theorem 4.1 is a true generalization of the existing results in literature since the best possible rate for the error, measured in \( \| \cdot \|_{B_s} \), is equivalent to the best possible rate for the total error from e.g. \([13–15]\).
Theorem 4.4. The Céa lemma (3.9) implies

\[ C_{\text{Céa}}^{-1} \| (u, U(\cdot)) \|_{A_s} \leq \sup_{N \in \mathbb{N}_0} \min_{\mathcal{T} \in \mathbb{T}(N)} \min_{V \in \mathcal{X}(\mathcal{T})} (N + 1)^s \mathbf{d}[\mathcal{T}; u, V] \leq \| (u, U(\cdot)) \|_{A_s} \]  

(4.8)

for all \( s > 0 \). Additionally, suppose efficiency (4.6) and the existence of \( C_{\text{osc}} > 0 \) such that all \( \mathcal{T} \in \mathbb{T} \) satisfy

\[ C_{\text{osc}}^{-1} \| \text{osc}(\mathcal{T}; V) \|_{A_s} \leq \sup_{N \in \mathbb{N}_0} \min_{\mathcal{T} \in \mathbb{T}(N)} \min_{V \in \mathcal{X}(\mathcal{T})} (N + 1)^s (\mathbf{d}[\mathcal{T}; u, V] + \text{osc}(\mathcal{T}; V)) \]

(4.9)

\[ \text{osc}(\mathcal{T}; U(\mathcal{T})) \leq C_{\text{osc}} \eta(\mathcal{T}; U(\mathcal{T})). \]  

(4.10)

Then,

\[ C_{\text{apx}}^{-1} \| (u, U(\cdot)) \|_{A_s} \leq \sup_{N \in \mathbb{N}_0} \min_{\mathcal{T} \in \mathbb{T}(N)} \min_{V \in \mathcal{X}(\mathcal{T})} (N + 1)^s (\mathbf{d}[\mathcal{T}; u, V] + \text{osc}(\mathcal{T}; V)) \]

(4.11)

\[ \leq (C_{\text{rel}} + C_{\text{osc}}) \| (u, U(\cdot)) \|_{A_s} \]

holds for all \( s > 0 \). The constant \( C_{\text{apx}} > 0 \) depends only on \( C_{\text{Céa}}, C_{\text{eff}}, C_{\text{osc}}, C_{\Delta} \).

Proof. The Céa lemma (3.9) and hence

\[ C_{\text{Céa}}^{-1} \| \mathbf{d}[\mathcal{T}; u, U(\mathcal{T})] \|_{A_s} \leq \sup_{N \in \mathbb{N}_0} \min_{\mathcal{T} \in \mathbb{T}(N)} \min_{V \in \mathcal{X}(\mathcal{T})} (N + 1)^s (\mathbf{d}[\mathcal{T}; u, V] + \text{osc}(\mathcal{T}; V)) \]

(4.8)

imply the equivalence (4.8). The characterization (4.11) follows from the equivalence

\[ \inf_{V \in \mathcal{X}(\mathcal{T})} (\mathbf{d}[\mathcal{T}; u, V] + \text{osc}(\mathcal{T}; V)) \leq \eta(\mathcal{T}; U(\mathcal{T})) \]  

(4.12)

for all \( V \in \mathcal{X}(\mathcal{T}) \). The converse direction follows with reliability (3.7) and (4.10) via

\[ \inf_{V \in \mathcal{X}(\mathcal{T})} (\mathbf{d}[\mathcal{T}; u, V] + \text{osc}(\mathcal{T}; V)) \leq (C_{\text{rel}} + C_{\text{osc}}) \eta(\mathcal{T}; U(\mathcal{T})). \]

This concludes the proof of (4.12) and of the proposition. \( \Box \)

Under certain assumptions on the oscillations \( \text{osc}(\cdot) \), the best possible rate for the estimator is characterized by the best possible rate for the error. The following theorem shows that the adaptive algorithm reduces the error with the optimal rate and therefore at least as good as any other algorithm which uses the same mesh-refinement.

Theorem 4.5. Suppose (A1)–(A4) as well as efficiency (4.6) and quasi-monotonicity of oscillations and error in the sense that there exists a constant \( C_{\text{emonic}} > 0 \) such that any \( \mathcal{T} \in \mathbb{T} \) and its refinements \( \tilde{\mathcal{T}} \in \mathbb{T} \) satisfy

\[ \mathbf{d}[\tilde{\mathcal{T}}; u, U(\tilde{\mathcal{T}})] \leq C_{\text{emonic}} \mathbf{d}[\mathcal{T}; u, U(\mathcal{T})] \quad \text{and} \quad \text{osc}(\tilde{\mathcal{T}}; U(\tilde{\mathcal{T}})) \leq C_{\text{emonic}} \text{osc}(\mathcal{T}; U(\mathcal{T})). \]  

(4.13)

Then, \( 0 < \theta < \theta^* := (1 + C_{\text{stab}}^2 C_{\text{drel}}^2)^{-1} \) implies quasi-optimal convergence of the error

\[ e_{\text{opt}} C_{\text{rel}} C_{\text{eff}}^{-1} \| (u, U(\cdot)) \|_{A_s} \leq \sup_{\ell \in \mathbb{N}_0} \frac{\mathbf{d}[\mathcal{T}_\ell; u, U(T_\ell)]}{|\mathcal{T}_\ell| - |T_0| + 1} + \| \text{osc}(\cdot) \|_{A_s} \]

(4.14)

\[ \leq (C_{\text{opt}} C_{\text{rel}} C_{\text{apx}} + 1) ((u, U(\cdot)) \|_{A_s} + \| \text{osc}(\cdot) \|_{A_s}) \]

for all \( s > 0 \). The constants \( C_{\text{opt}}, C_{\text{opt}} > 0 \) are defined in Theorem 4.1 (ii), whereas the constant \( C_{\text{apx}} > 0 \) is defined in the following Proposition 4.6.
The proof of Theorem 4.5 needs a relation of \( \| \cdot \|_{A_s} \) and \( \| \cdot \|_{B_s} \), which is given in the following proposition.

**Proposition 4.6.** Suppose reliability (3.7), efficiency (4.6), quasi-monotonicity of the estimator (3.8), and quasi-monotonicity of error and oscillations (4.13). Then,

\[
C_{rel}^{-1} \|(u, U(\cdot))\|_{A_s} \leq \|\eta(\cdot), U(\cdot)\|_{B_s} \leq C_{apx}(\|(u, U(\cdot))\|_{A_s} + \|\text{osc}(\cdot)\|_{O_s}).
\]

holds for all \( s > 0 \) with a constant \( C_{apx} > 0 \) which depends only on \( C_{Cmon}, C_{eff} \), and the validity of the overlay estimate (2.10).

**Proof.** The reliability (3.7) guarantees

\[
\|(u, U(\cdot))\|_{A_s} \leq C_{rel}\|\eta(\cdot), U(\cdot)\|_{B_s}.
\]

Suppose \( \|(u, U(\cdot))\|_{A_s} + \|\text{osc}(\cdot)\|_{O_s} < \infty \) for some \( s > 0 \). For any even \( N \in \mathbb{N}_0 \), this guarantees the existence of a triangulation \( T_{N/2} \in \mathbb{T}(N/2) \) with

\[
d(T_{N/2}; u, U(T_{N/2}))(N/2 + 1)^s \leq \|(u, U(\cdot))\|_{A_s}
\]

and also the existence of a triangulation \( T_{\text{osc}} \in \mathbb{T}(N/2) \) with

\[
(N/2 + 1)^s \text{osc}(T_{\text{osc}}; U(T_{\text{osc}})) \leq \|\text{osc}(\cdot)\|_{O_s}.
\]

(4.15)

With monotonicity (4.13), the overlay \( T_+ := T_{N/2} \oplus T_{\text{osc}} \in \mathbb{T}(N) \) satisfies

\[
\|\|d[T_+; u, U(T_+)]\| \leq \|d[T_{N/2}; u, U(T_{N/2})]\| \leq (N/2 + 1)^{−s}\|(u, U(\cdot))\|_{A_s},
\]

osc\( (T_+; U(T_+)) \) \( \leq \text{osc}(T_{\text{osc}}; U(T_{\text{osc}})) \) \( \leq (N/2 + 1)^{−s}\|\text{osc}(\cdot)\|_{O_s} \).

This yields (with \( 2^{2s} \leq 1 \)) that

\[
(N + 1)^{2s} (\|d[T_+; u, U(T_+)]\|^2 + \text{osc}(T_+; U(T_+))^2) \leq \|(u, U(\cdot))\|_{A_s}^2 + \|\text{osc}(\cdot)\|_{O_s}^2.
\]

The efficiency (4.6) leads to

\[
\eta(T_+; U(T_+))^2 \leq \|d[T_+; u, U(T_+)]\|^2 + \text{osc}(T_+; U(T_+))^2.
\]

(4.16)

Together with the previous estimate, this proves

\[
(N + 1)^{2s}\eta(T_+; U(T_+))^2 \leq \|(u, U(\cdot))\|_{A_s}^2 + \|\text{osc}(\cdot)\|_{O_s}^2.
\]

(4.17)

The overlay estimate (2.10) finally yields \( |T_+| - |T_0| \leq |T_{N/2}| + |T_{\text{osc}}| - 2|T_0| \leq N \). This proves \( \|\eta(\cdot), U(\cdot)\|_{B_s} \lesssim \|\eta(\cdot), U(\cdot)\|_{A_s} + \|\text{osc}(\cdot)\|_{O_s}. \)

**Proof of Theorem 4.5.** According to Lemma 3.4, \( \eta(\cdot) \) is quasi-monotone (3.8). Therefore all the claims of Proposition 4.6 are satisfied. Together with Theorem 4.1 (ii) (which will be proven at the very end of this section independently of this), this shows

\[
\text{c}_{\text{opt}}C_{rel}^{-1} \|(u, U(\cdot))\|_{A_s} \leq \sup_{\ell \in \mathbb{N}_0} \frac{\eta(T_\ell; U(T_\ell))}{(|T_\ell| - |T_0| + 1)^{−s}} \leq \text{c}_{\text{opt}}C_{apx}(\|(u, U(\cdot))\|_{A_s} + \|\text{osc}(\cdot)\|_{O_s})
\]

Reliability (3.7) implies

\[
\sup_{\ell \in \mathbb{N}_0} \frac{\|d[T_\ell; u, U(T_\ell)]\|}{(|T_\ell| - |T_0| + 1)^{−s}} \leq C_{rel} \sup_{\ell \in \mathbb{N}_0} \frac{\eta(T_\ell; U(T_\ell))}{(|T_\ell| - |T_0| + 1)^{−s}},
\]

whereas efficiency (4.6) leads to

\[
C_{\text{eff}}^{-1} \sup_{\ell \in \mathbb{N}_0} \frac{\eta(T_\ell; U(T_\ell))}{(|T_\ell| - |T_0| + 1)^{−s}} \leq \sup_{\ell \in \mathbb{N}_0} \frac{\|d[T_\ell; u, U(T_\ell)]\|}{(|T_\ell| - |T_0| + 1)^{−s}} + \|\text{osc}(\cdot)\|_{O_s}.
\]

The combination of the last three estimates proves the assertion. \( \square \)
4.3. Estimator reduction and convergence of $\eta(T_\ell; U(T_\ell))$

We start with the observation that stability (A1) and reduction (A2) lead to a perturbed contraction of the error estimator in each step of the adaptive loop.

**Lemma 4.7.** The stability (A1) and reduction (A2) imply the estimator reduction

$$\eta(T_{\ell+1}; U(T_{\ell+1}))^2 \leq \rho_{\text{est}} \eta(T_{\ell}; U(T_{\ell}))^2 + C_{\text{est}} \nu[T_{\ell+1}; U(T_{\ell+1}), U(T_{\ell})]^2$$

(4.18)

for all $\ell \in \mathbb{N}_0$ with the constants $0 < \rho_{\text{est}} < 1$ and $C_{\text{est}} > 0$ which relate via

$$\rho_{\text{est}} = (1 + \delta)(1 - (1 - \rho_{\text{red}})\theta) \quad \text{and} \quad C_{\text{est}} = C_{\text{red}} + (1 + \delta^{-1})C_{\text{stab}}^2$$

(4.19)

for all sufficiently small $\delta > 0$ such that $\rho_{\text{est}} < 1$.

**Proof.** The Young inequality in combination with stability (A1) and reduction (A2) shows for any $\delta > 0$ and $C_{\text{est}} = C_{\text{red}} + (1 + \delta^{-1})C_{\text{stab}}^2$ that

$$\eta(T_{\ell+1}; U(T_{\ell+1}))^2 = \sum_{T \in T_\ell \setminus T_{\ell+1}} \eta_T(T_{\ell+1}; U(T_{\ell+1}))^2 + \sum_{T \in T_{\ell+1} \cap T_\ell} \eta_T(T_{\ell+1}; U(T_{\ell+1}))^2$$

$$\leq \rho_{\text{red}} \sum_{T \in T_\ell \setminus T_{\ell+1}} \eta_T(T_{\ell}; U(T_{\ell}))^2 + (1 + \delta) \sum_{T \in T_{\ell+1} \cap T_\ell} \eta_T(T_{\ell}; U(T_{\ell}))^2$$

$$+ C_{\text{est}} \nu[T_{\ell+1}; U(T_{\ell+1}), U(T_{\ell})]^2.$$ 

Therefore, the inclusion $\mathcal{M}_\ell \subseteq T_\ell \setminus T_{\ell+1}$ and the Dörfler marking (2.5) lead to

$$\eta(T_{\ell+1}; U(T_{\ell+1}))^2 \leq (1 + \delta) \left( \eta(T_\ell; U(T_\ell))^2 - (1 - \rho_{\text{red}}) \sum_{T \in T_\ell \setminus T_{\ell+1}} \eta_T(T_{\ell}; U(T_{\ell}))^2 \right)$$

$$+ C_{\text{est}} \nu[T_{\ell+1}; U(T_{\ell+1}), U(T_{\ell})]^2$$

$$\leq (1 + \delta)(1 - (1 - \rho_{\text{red}})\theta) \eta(T_\ell; U(T_\ell))^2 + C_{\text{est}} \nu[T_{\ell+1}; U(T_{\ell+1}), U(T_{\ell})]^2.$$ 

The choice of a sufficiently small $\delta > 0$ allows for $\rho_{\text{est}} = (1 + \delta)(1 - (1 - \rho_{\text{red}})\theta) < 1$. \hfill $\Box$

In particular situations (e.g. in Section 3.6) the sequence of discrete approximations is a priori convergent towards some limit $U_\infty \in \mathcal{X}$

$$\lim_{\ell \to \infty} \nu[T_\ell; U_\infty, U(T_\ell)] = 0.$$ 

(4.20)

Then, the estimator reduction (4.18) implies convergence of the adaptive algorithm. This estimator reduction concept is studied in [71] and applies to a general class of problems and error estimators.

**Corollary 4.8.** Suppose a priori convergence (4.20) in $\mathcal{X}$. Then the estimator reduction (4.18) implies estimator convergence $\lim_{\ell \to \infty} \eta(T_\ell; U(T_\ell)) = 0$. Under reliability (3.7), this proves convergence of the adaptive algorithm $\lim_{\ell \to \infty} \nu[T_\ell; u, U(T_\ell)] = 0$.

**Proof.** For a convenient reading, we recall the main arguments of [71, Lemma 2.3] in the notation of this paper. Mathematical induction on $\ell$ proves with (4.18) for all $\ell \in \mathbb{N}$

$$\eta(T_{\ell+1}; U(T_{\ell+1}))^2 \leq \rho_{\text{est}}^{\ell+1} \eta(T_0; U(T_0))^2 + C_{\text{est}} \sum_{j=0}^{\ell} \rho_{\text{est}}^{\ell-j} \nu[T_{\ell+1}; U(T_{\ell+1}), U(T_{\ell})]^2$$

$$\lesssim \eta(T_0; U(T_0))^2 + \sup_{\ell \in \mathbb{N}} \nu[T_{\ell+1}; U(T_{\ell+1}), U(T_{\ell})]^2.$$ 

(4.21)
The a priori convergence of $U(T_e)$ implies $d(T_{e+1}; U(T_e+1), U(T_e)) \to 0$ and hence shows together with (4.21) that $\sup_{\ell \in \mathbb{N}} \eta(T_e; U(T_e)) < \infty$. Moreover, (4.18) yields

$$
\limsup_{\ell \to \infty} \eta(T_{e+1}; U(T_{e+1}))^2 \leq \limsup_{\ell \to \infty} \left( \rho_{\text{est}} \eta(T_{e}; U(T_{e}))^2 + C_{\text{est}} d(T_{e+1}; U(T_{e+1}), U(T_e))^2 \right)
= \rho_{\text{est}} \limsup_{\ell \to \infty} \eta(T_{e+1}; U(T_{e+1}))^2.
$$

This shows $\limsup_{\ell \to \infty} \eta(T_e; U(T_e))^2 = 0$, and hence elementary calculus proves convergence $\eta(T_e; U(T_e)) \to 0$. Under reliability (3.7) this implies $U(T_e) \to u$ in $\mathcal{X}$.

4.4. Uniform R-linear convergence of $\eta(T_e; U(T_e))$ on any level

The quasi-orthogonality (A3) allows to improve (4.18) to $R$-linear convergence on any level. The following lemma is independent of the mesh-refinement in the sense that the critical properties (2.9)–(2.10) are not used throughout the proof. It thus remains valid e.g. for red-green-blue refinement.

**Lemma 4.9.** The statements (i)–(iii) are pairwise equivalent.

(i) Uniform summability: There exists a constant $C_3 > 0$ such that

$$
\sum_{k=\ell+1}^{\infty} \eta(T_k; U(T_k))^2 \leq C_3 \eta(T_e; U(T_e))^2 \quad \text{for all } \ell \in \mathbb{N}. \quad (4.22)
$$

(ii) Inverse summability: For all $s > 0$, there exists a constant $C_4 > 0$ such that

$$
\sum_{k=0}^{\ell-1} \eta(T_k; U(T_k))^{-1/s} \leq C_4 \eta(T_e; U(T_e))^{-1/s} \quad \text{for all } \ell \in \mathbb{N}. \quad (4.23)
$$

(iii) Uniform R-linear convergence on any level: There exist constants $0 < \rho_1 < 1$ and $C_5 > 0$ such that

$$
\eta(T_{e+k}; U(T_{e+k}))^2 \leq C_5 \rho_1^k \eta(T_e; U(T_e))^2 \quad \text{for all } k, \ell \in \mathbb{N}_0. \quad (4.24)
$$

**Proof.** For sake of simplicity, we show the equivalence of (i)–(iii) by proving the equivalences (iii) $\iff$ (i) and (ii) $\iff$ (i).

For the proof of the implication (iii) $\Rightarrow$ (i), suppose (iii) and use the convergence of the geometric series to see

$$
\sum_{k=\ell+1}^{\infty} \eta(T_k; U(T_k))^2 \leq C_5 \eta(T_e; U(T_e))^2 \sum_{k=\ell+1}^{\infty} \rho_1^{-k} = C_5 \rho_1 (1 - \rho_1)^{-1} \eta(T_e; U(T_e))^2.
$$

This proves (i) with $C_3 = C_5 \rho_1 (1 - \rho_1)^{-1}$.

Similarly, the implication (iii) $\Rightarrow$ (ii) follows via

$$
\sum_{k=0}^{\ell-1} \eta(T_k; U(T_k))^{-1/s} \leq C_5^{1/(2s)} \eta(T_e; U(T_e))^{-1/s} \sum_{k=0}^{\ell-1} \rho_1^{(\ell-k)/(2s)} \leq C_5^{1/(2s)} (1 - \rho_1^{1/(2s)})^{-1} \eta(T_e; U(T_e))^{-1/s}.
$$

This shows (ii) with $C_4 = C_5^{1/(2s)} (1 - \rho_1^{1/(2s)})^{-1}$.

For the proof of the implication (i) $\Rightarrow$ (iii), suppose (i) and conclude

$$
(1 + C_3^{-1}) \sum_{j=\ell+1}^{\infty} \eta(T_j; U(T_j))^2 \leq \sum_{j=\ell+1}^{\infty} \eta(T_j; U(T_j))^2 + \eta(T_e; U(T_e))^2 = \sum_{j=\ell}^{\infty} \eta(T_j; U(T_j))^2.
$$
By mathematical induction, this implies
\[
\eta(T_{\ell+k}; U(T_{\ell+k}))^2 \leq \sum_{j=\ell+k}^{\infty} \eta(T_j; U(T_j))^2 \leq (1 + C_3^{-1})^{-k} \sum_{j=\ell}^{\infty} \eta(T_j; U(T_j))^2 \\
\leq (1 + C_3)(1 + C_3^{-1})^{-k} \eta(T_{\ell}; U(T_{\ell}))^2.
\]

This proves (iii) with \( \rho_1 = (1 + C_3^{-1})^{-1} \) and \( C_5 = (1 + C_3) \).

The implication (ii) \( \Rightarrow \) (iii) follows analogously,
\[
(1 + C_4^{-1}) \sum_{j=0}^{\ell-1} \eta(T_j; U(T_j))^{-1/s} \leq \sum_{j=0}^{\ell} \eta(T_j; U(T_j))^{-1/s}.
\]

This implies
\[
\eta(T_{\ell}; U(T_{\ell}))^{-1/s} \leq \sum_{j=0}^{\ell} \eta(T_j; U(T_j))^{-1/s} \leq (1 + C_4^{-1})^{-k} \sum_{j=0}^{\ell+k} \eta(T_j; U(T_j))^{-1/s} \\
\leq (1 + C_4)(1 + C_4^{-1})^{-k} \eta(T_{\ell+k}; U(T_{\ell+k}))^{-1/s}.
\]

This proves \( \eta(T_{\ell+k}; U(T_{\ell+k}))^2 \leq (1 + C_4)^{2s}(1 + C_4^{-1})^{-2s} \eta(T_{\ell}; U(T_{\ell}))^2 \). This is (iii) with \( \rho_1 = (1 + C_4^{-1})^{-2s} \) and \( C_5 = (1 + C_4)^{2s} \).

**Proposition 4.10.** Suppose estimator reduction (4.18) and reliability (3.7). Then, general quasi-orthogonality (A3) implies (4.22)–(4.24). The constants \( C_3, C_4, C_5 > 0 \) and \( 0 < \rho_1 < 1 \) depend only on \( \rho_{\text{est}}, C_{\text{est}}, C_{\text{qo}}(\varepsilon_{\text{qo}}), s > 0 \).

**Proof.** In the following, the general quasi-orthogonality (A3) implies (4.22)–(4.24) since (A3) implies (4.22). To that end, the estimator reduction (4.18) from Lemma 4.7 yields for any \( \nu > 0 \) that
\[
\sum_{k=\ell+1}^{N} \eta(T_k; U(T_k))^2 \leq \sum_{k=\ell+1}^{N} \left( \rho_{\text{est}} \eta(T_{k-1}; U(T_{k-1}))^2 + C_{\text{est}} d[T_k; U(T_k), U(T_{k-1})] \right) \\
= \sum_{k=\ell+1}^{N} \left( (\rho_{\text{est}} + \nu) \eta(T_{k-1}; U(T_{k-1}))^2 \\
+ C_{\text{est}} \left( d[T_k; U(T_k), U(T_{k-1})]^2 - \nu C^{-1}_{\text{est}} \eta(T_{k-1}; U(T_{k-1}))^2 \right) \right) \\
=: \text{RHS}.
\]

The use of reliability (3.7) then shows
\[
\text{RHS} \leq \sum_{k=\ell+1}^{N} \left( (\rho_{\text{est}} + \nu) \eta(T_{k-1}; U(T_{k-1}))^2 \\
+ C_{\text{est}} \left( d[T_k; U(T_k), U(T_{k-1})]^2 - \nu C^{-1}_{\text{est}} \eta(T_{k-1}; U(T_{k-1}))^2 \right) \right).
\]

With the constants \( \rho_{\text{est}} \) and \( C_{\text{est}} \) from (4.19), the constraint on \( \varepsilon_{\text{qo}} \) in (A3) reads
\[
0 \leq \varepsilon_{\text{qo}} < \frac{1 - \rho_{\text{est}}}{C_{\text{rel}}^2 C_{\text{est}}} = \frac{1 - (1 + \delta)(1 - (1 - \rho_{\text{est}})\theta)}{C_{\text{rel}}^2 (C_{\text{red}} + (1 + \delta^{-1})C_{\text{stab}}^2)} \leq \varepsilon^*.
\]
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for some choice of $\delta > 0$. Note that this choice is valid since $\rho_{\text{est}} < 1$. In particular, it exists $\nu < 1 − \rho_{\text{est}}$ such that $\varepsilon_{qo} \leq \nu C_{\text{est}}^{-1} C_{\text{rel}}^{-2}$. This allows to apply general quasi-orthogonality (A3) to the last term before the limit $N \to \infty$ proves that

$$\sum_{k=\ell+1}^{\infty} \eta(\mathcal{T}_k; U(\mathcal{T}_k))^2 \leq \sum_{k=\ell+1}^{\infty} (\rho_{\text{est}} + \nu) \eta(\mathcal{T}_{k-1}; U(\mathcal{T}_{k-1}))^2 + C_{\text{est}} C_{qo}(\varepsilon_{qo}) \eta(\mathcal{T}_\ell; U(\mathcal{T}_\ell))^2.$$ 

Some rearrangement leads to

$$(1 - (\rho_{\text{est}} + \nu)) \sum_{k=\ell+1}^{\infty} \eta(\mathcal{T}_k; U(\mathcal{T}_k))^2 \leq (\rho_{\text{est}} + \nu + C_{\text{est}} C_{qo}(\varepsilon_{qo})) \eta(\mathcal{T}_\ell; U(\mathcal{T}_\ell))^2.$$ 

This is (4.22) with $C_3 = (\rho_{\text{est}} + \nu + C_{\text{est}} C_{qo}(\varepsilon_{qo}))/ (1 - (\rho_{\text{est}} + \nu))$ and concludes the proof of $(A3) \Rightarrow (4.22)$. Lemma 4.9 yields the equivalence (4.22)–(4.24).

Assume that $(A1)$–$(A2)$ and reliability (3.7) hold. The last proposition then proves that the quasi-orthogonality (A3) yields linear convergence (4.24). The following proposition shows that under the same assumptions, linear convergence (4.24) implies the general quasi-orthogonality (A3). This means that linear convergence (4.24) is equivalent to general quasi-orthogonality (A3).

**Proposition 4.11.** Reliability (3.7) and each of the statements (4.22)–(4.24) imply general quasi-orthogonality (A3) with $\varepsilon_{qo} = 0$ and $C_{qo}(0) > 0$.

**Proof.** With reliability (3.7) and (4.22), it holds

$$\sum_{k=\ell}^{N} d[\mathcal{T}_{k+1}; U(\mathcal{T}_{k+1}), U(\mathcal{T}_k)]^2 \lesssim \sum_{k=\ell}^{N} d[\mathcal{T}_{k+1}; u, U(\mathcal{T}_{k+1})]^2 + d[\mathcal{T}_k; u, U(\mathcal{T}_k)]^2 \leq 2 \sum_{k=\ell}^{N+1} d[\mathcal{T}_k; u, U(\mathcal{T}_k)]^2 \lesssim \sum_{k=\ell}^{\infty} \eta(\mathcal{T}_k; U(\mathcal{T}_k))^2 \lesssim \eta(\mathcal{T}_\ell; U(\mathcal{T}_\ell))^2$$

for all $\ell, N \in \mathbb{N}_0$. Let $N \to \infty$ to conclude (A3) with $\varepsilon_{qo} = 0$ and $C_{qo}(0) \simeq 1$. \qed

**Proof of Theorem 4.1, (i).** Reliability (3.7) is implied by discrete reliability (A4) according to Lemma 3.3. Stability (A1) and reduction (A2) guarantee estimator reduction (4.18) for $\eta(\mathcal{T}_\ell; U(\mathcal{T}_\ell))$. Together with quasi-orthogonality (A3) and reliability (3.7), this allows to apply (4.24). In combination with reliability (3.7), this proves Theorem 4.1 (i) with $C_{\text{conv}} = C_5$ and $\rho_{\text{conv}} = \rho_1$. \qed

**4.5. Optimality of Dörfler marking**

Lemma 4.7 and Proposition 4.10 prove that Dörfler marking (2.5) essentially guarantees the (perturbed) contraction properties (4.18) and (4.22)–(4.24) and hence $\lim_{\ell \to \infty} \eta(\mathcal{T}_\ell; U(\mathcal{T}_\ell)) = 0$. The next statement asserts the converse.

**Proposition 4.12.** Stability (A1) and discrete reliability (A4) imply (i)–(ii).

(i) For all $0 < \kappa_0 < 1$, there exists a constant $0 < \theta_0 < 1$ such that $0 < \theta \leq \theta_0$ and all refinements $\tilde{T} \in \mathbb{T}$ of $\mathcal{T} \in \mathbb{T}$ satisfy

$$\eta(\tilde{T}; U(\tilde{T}))^2 \leq \kappa_0 \eta(\mathcal{T}; U(\mathcal{T}))^2 \implies \theta \eta(\mathcal{T}; U(\mathcal{T}))^2 \leq \sum_{\mathcal{T} \in \mathcal{R}(\mathcal{T}, \tilde{T})} \eta(\mathcal{T}; U(\mathcal{T}))^2$$

(4.25)

with $\mathcal{T} \setminus \tilde{T} \subseteq \mathcal{R}(\mathcal{T}, \tilde{T}) \subseteq \mathcal{T}$ from (A4). The constant $\theta_0$ depends only on $C_{\text{stab}}, C_{\text{drel}}$ and $\kappa_0$. 23
(ii) For all $0 < \theta_0 < \theta_\ast := (1 + C^2_{\text{stab}}C^2_{\text{drel}})^{-1}$, there exists some $0 < \kappa_0 < 1$ such that (4.25) holds for all $0 < \theta \leq \theta_0$ and all refinements $\hat{T}$ of $T \in T$. The constant $\kappa_0$ depends only on $C_{\text{stab}}$, $C_{\text{drel}}$, and $\theta_0$.

Proof. (i): The Young inequality and stability (A1) show, for any $\delta > 0$, that

$$\eta(T; U(T))^2 \leq \sum_{T \in \hat{T}\setminus T} \eta_T(T; U(T))^2 + \sum_{T \in T \cap \hat{T}} \eta_T(T; U(T))^2 \leq \sum_{T \in \hat{T}\setminus T} \eta_T(T; U(T))^2 \leq \eta_T(T; U(T))^2 \leq \kappa_0 \eta(T; U(T))^2$$

$$\leq (1 + \delta) \kappa_0 \eta(T; U(T))^2 + (1 + \delta) \sum_{T \in \hat{T}\setminus T} \eta_T(T; U(T))^2 \leq \eta_T(T; U(T))^2 \sum_{T \in \hat{T}\setminus T} \eta_T(T; U(T))^2 =: \text{RHS}.$$ 

Some rearrangement of those terms reads

$$\frac{1 - (1 + \delta) \kappa_0}{1 + (1 + \delta^{-1}) C^2_{\text{stab}}C^2_{\text{drel}}} \eta(T; U(T))^2 \leq \sum_{T \in \hat{T}\setminus T} \eta_T(T; U(T))^2.$$ 

For arbitrary $0 < \kappa_0 < 1$ and sufficiently small $\delta > 0$, this is (4.25) with

$$\theta_0 := \frac{1 - (1 + \delta) \kappa_0}{1 + (1 + \delta^{-1}) C^2_{\text{stab}}C^2_{\text{drel}}} > 0.$$ (4.26)

To see (ii), choose $\delta > 0$ sufficiently large and then determine $0 < \kappa_0 < 1$ such that

$$\theta_0 = \frac{1 - (1 + \delta) \kappa_0}{1 + (1 + \delta^{-1}) C^2_{\text{stab}}C^2_{\text{drel}}} < 1 \frac{1}{1 + (1 + \delta^{-1}) C^2_{\text{stab}}C^2_{\text{drel}}} < 1 + C^2_{\text{stab}}C^2_{\text{drel}} = \theta_\ast.$$ 

The arguments from (i) conclude the proof. \(\square\)

Remark 4.13. Note that Proposition 4.12 states (4.25) for all $0 < \kappa_0 < 1$. However, the subsequent quasi-optimality analysis relies, in principle, only on the fact that (4.25) holds for one particular $0 < \kappa_0 < 1$. In this sense, the discrete reliability is sufficient to prove quasi-optimal convergence rates, but it might not be necessary.

On the other hand, assume that the error estimator $\eta(T; U(T))$ is reliable (3.7) and quasi-monotone (3.8). Then, the Dörfler marking yields

$$\frac{1}{2} C^2_{\Delta} \text{d}[\overline{T}; U(\overline{T}), U(T)]^2 \leq C^2_{\text{rel}} \text{d}[\overline{T}; u, U(\overline{T})]^2 + \text{d}[T; u, U(T)]^2 \leq C^2_{\text{rel}} (C^2_{\text{stab}} \eta(T; U(\overline{T})) + \eta(T; U(T)) \eta(T; U(T))) \leq C^2_{\text{rel}} (1 + C^2_{\Delta}) \eta(T; U(T))^2 \leq C^2_{\text{rel}} (1 + C^2_{\Delta}) \eta(T; U(T))^2.$$ 

The inclusion $M \subseteq T\setminus T =: R(T, \hat{T})$ thus shows that discrete reliability (A4) holds with the constant $C_{\text{drel}}^2 = 2 C^2_{\Delta} \theta^{-1} C^2_{\text{rel}} (1 + C^2_{\Delta} C^2_{\text{mon}})$. 
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4.6. Quasi-optimality of adaptive algorithm

This section provides quasi-optimal convergence rates for the estimator and thereby the theoretical heart of the proof of Theorem 4.1 (ii). The first lemma states the existence of a quasi-optimal refinement $\hat{T}$ of $T_\ell$ under certain assumptions guaranteed by Lemma 3.4 in case that the estimator satisfies the axioms stability (A1), reduction (A2), and discrete reliability (A4). For sake of generality, however, the next statement is given independently of this context. This step exploits the overlay estimate (2.10) for the mesh-refinement.

Lemma 4.14. Assume that the estimator is quasi-monotone (3.8) and that the implication (4.25) is valid for one particular choice of $0 < \kappa_0, \theta_0 < 1$. Then, for $\| (\eta(\cdot), U(\cdot)) \|_{B_s} < \infty$ and $T_\ell \in T$, there is a certain refinement $\hat{T} \in T$ of $T_\ell$ with

$$\eta(\hat{T}; U(\hat{T})) \leq \kappa_0 \eta(T_\ell; U(T_\ell))^2,$$

(4.27a)

$$|\hat{T}| - |T_\ell| \leq C_0 \| (\eta(\cdot), U(\cdot)) \|_{B_s}^{1/s} \eta(T_\ell; U(T_\ell))^{-1/s},$$

(4.27b)

where the set $R(T_\ell, \hat{T}) \supseteq T_\ell \setminus \hat{T}$ from Proposition 4.12 satisfies

$$|R(T_\ell, \hat{T})| \leq C_0 \| (\eta(\cdot), U(\cdot)) \|_{B_s}^{1/s} \eta(T_\ell; U(T_\ell))^{-1/s}$$

(4.28)

as well as the Dörfler marking (2.5) for all $0 < \theta \leq \theta_0$. The constant $C_0 > 0$ is independent of $\ell$ and depends only on the constant $C_{mon} > 0$ of quasi-monotonicity (3.8) as well as on $\kappa_0, \theta_0$, and $s > 0$.

Proof. Without loss of generality, we may assume $\eta(T_0; U(T_0)) > 0$ since monotonicity (3.8) predicts $\eta(T_0; U(T_0)) \leq C_{mon} \eta(T_0; U(T_0))$ and the claim (4.27)–(4.28) is trivially satisfied for $\eta(T_\ell; U(T_\ell)) = 0$ and $\hat{T} = T_\ell$. Define $\lambda := C_{mon}^{-2} / \kappa_0$ and due to quasi-monotonicity (3.8) also $0 < \varepsilon := \lambda^2 \eta(T_\ell; U(T_\ell))^2 \leq \eta(T_0; U(T_0))^2 \leq \| (\eta(\cdot), U(\cdot)) \|_{B_s}$. The fact $\| (\eta(\cdot), U(\cdot)) \|_{B_s} < \infty$ implies the existence of some $N \in \mathbb{N}$ and $T_\ell \in T(N)$ with

$$\eta(T_\ell; U(T_\ell)) = \min_{T \in T(N)} \eta(T; U(T)) \leq (N + 1)^{-s} \| (\eta(\cdot), U(\cdot)) \|_{B_s} \leq \varepsilon.$$  

(4.29)

Let $N \in \mathbb{N}_0$ be the smallest number such that the last estimate in (4.29) holds. First, assume $N > 0$. Then, it holds

$$\| (\eta(\cdot), U(\cdot)) \|_{B_s} > N^s \varepsilon$$

and therefore $N + 1 \leq 2N \leq 2\| (\eta(\cdot), U(\cdot)) \|_{B_s}^{1/s} \varepsilon^{-1/s}$. For $N = 0$, it always holds $1 \leq \| (\eta(\cdot), U(\cdot)) \|_{B_s} \varepsilon^{-1/s}$ because of $\| (\eta(\cdot), U(\cdot)) \|_{B_s} \geq \varepsilon$. Altogether, $T_\ell$ fulfills

$$|T_\ell| - |T_0| \leq N \leq 2\| (\eta(\cdot), U(\cdot)) \|_{B_s}^{1/s} \varepsilon^{-1/s} \quad \text{and} \quad \eta(T_\ell; U(T_\ell)) \leq \varepsilon.$$  

(4.30)

According to (2.10), the coarsest common refinement $\hat{T} := T_\ell \oplus T_\ell$ satisfies

$$|\hat{T}| - |T_\ell| \leq |T_\ell| + |T_\ell| - |T_0| = |T_\ell| - |T_0|.$$  

(4.31)

The fact that $\hat{T}$ is a refinement of $T_\ell$ allows for quasi-monotonicity (3.8) and

$$\eta(\hat{T}; U(\hat{T})) \leq C_{mon}^2 \eta(T_\ell; U(T_\ell))^2 \leq C_{mon}^2 \lambda \eta(T_\ell; U(T_\ell))^2 = \kappa_0 \eta(T_\ell; U(T_\ell))^2.$$  

(4.32)

Proposition 4.12 thus guarantees that the set $R(T_\ell, \hat{T}) \subseteq T_\ell$ with $|R(T_\ell, \hat{T})| \approx |(T_\ell \setminus \hat{T})|$ satisfies the Dörfler marking. There holds $\varepsilon \approx \eta(T_\ell; U(T_\ell))$ and together with (4.30) and (4.31), this proves (4.27). Estimate (4.28) follows from (2.7) and (4.31), i.e.

$$|R(T_\ell, \hat{T})| \lesssim \| (\eta(\cdot), U(\cdot)) \|_{B_s}^{1/s} \varepsilon^{-1/s} \approx \| (\eta(\cdot), U(\cdot)) \|_{B_s}^{1/s} \eta(T_\ell; U(T_\ell))^{-1/s}.$$  

This concludes the proof. $\square$
The subsequent proposition states the quasi-optimality for a general adaptive algorithm which fits in the framework of this section under the axioms stability (A1), reduction (A2), and discrete reliability (A4). For the upper bound in (4.33), the mesh refinement strategy has to fulfill the mesh closure estimate (2.9), while the lower bound hinges only on (2.8).

**Proposition 4.15.** Suppose that (4.27)–(4.28) of Lemma 4.14 are valid for one particular choice of \(0 < \kappa_0, \theta_0 < 1\), and assume that the estimator \(\eta(T; U(T))\) satisfies the equivalent estimates (4.22)–(4.24) from Lemma 4.9. For \(0 < \theta \leq \theta_0\), then the equivalence

\[
c_{\text{opt}} \|\eta(\cdot), U(\cdot)\|_{\mathbb{B}_s} \leq \sup_{\xi \in \mathbb{N}_0} \frac{\eta(T; U(T))}{|T| - |T_0| + 1} \leq C_{\text{opt}} \|\eta(\cdot), U(\cdot)\|_{\mathbb{B}_s}
\]

holds for all \(s > 0\). The constant \(C_{\text{opt}} > 0\) depends only on \(C_{\text{min}}, C_{\text{mesh}}, C_4, C_6, C_{\text{son}} > 0\) and \(s > 0\), while \(c_{\text{opt}} > 0\) depends only on \(C_{\text{son}}\).

**Proof.** For the proof of the upper bound in (4.33), suppose that the right-hand side of (4.33) is finite. Otherwise, the upper bound holds trivially. Step (iii) of Algorithm 2.2 selects some set \(M_{\ell}\) with (almost) minimal cardinality which satisfies the Dörfler marking (2.5). Since the set \(R(T; \tilde{T})\) also satisfies the Dörfler marking, (4.28) implies

\[
|M_{\ell}| \lesssim |R(T; \tilde{T})| \lesssim \|\eta(\cdot), U(\cdot)\|^{1/s}_{\mathbb{B}_s} \eta(T; U(T))^{-1/s}. \tag{4.34}
\]

The equivalence of the estimates (4.22)–(4.24) in Lemma 4.9 together with Proposition 4.10 allows to employ (4.23) as well as (4.34) and the optimality of the mesh closure (2.9). For all \(\ell \in \mathbb{N}\), this implies

\[
|T_{\ell}| - |T_0| + 1 \lesssim |T_{\ell}| - |T_0| \lesssim \sum_{j=0}^{\ell-1} |M_j| \lesssim \|\eta(\cdot), U(\cdot)\|^{1/s}_{\mathbb{B}_s} \sum_{j=0}^{\ell-1} \eta(T_j; U(T_j))^{-1/s}
\]

\[
\lesssim \|\eta(\cdot), U(\cdot)\|^{1/s}_{\mathbb{B}_s} \eta(T; U(T))^{-1/s}. \tag{4.35}
\]

Consequently,

\[
\eta(T; U(T))(|T_{\ell}| - |T_0| + 1)^s \lesssim \|\eta(\cdot), U(\cdot)\|_{\mathbb{B}_s} \quad \text{for all } \ell \in \mathbb{N}.
\]

Since \(\eta(T_0; U(T_0)) \leq \|\eta(\cdot), U(\cdot)\|_{\mathbb{B}_s}\), this leads to the upper bound in (4.33).

For the proof of the lower bound in (4.33), suppose the middle supremum is finite. Otherwise the lower bound holds trivially. Choose \(N \in \mathbb{N}_0\) and the largest possible \(\ell \in \mathbb{N}_0\) with \(|T_\ell| - |T_0| \leq N\). Due to maximality of \(\ell\), \(N + 1 < |T_{\ell+1}| - |T_0| + 1 \leq C_{\text{son}}|T_\ell| - |T_0| + 1 \lesssim |T_\ell| - |T_0| + 1\). This leads to

\[
\inf_{T \in T(N)} (N + 1)^s \eta(T; U(T)) \lesssim (|T_\ell| - |T_0| + 1)^s \eta(T; U(T))
\]

and concludes the proof. \(\Box\)

**Remark 4.16.** As mentioned above, the axioms stability (A1), reduction (A2), and discrete reliability (A4) allow for an application of Proposition 4.15. In this case, Lemma 4.14 implies the quasi-optimality (4.33) of Proposition 4.15 for all \(0 < \theta < \theta_* := (1 + C_{\text{stab}}^2 C_{\text{drel}}^2)^{-1}\), see Proposition 4.12 (ii). Moreover, \(C_{\text{opt}} > 0\) then depends only on \(C_{\text{min}}, C_{\text{mesh}}, C_{\text{stab}}, C_{\text{red}}, C_{\text{drel}}, C_{\text{qo}}(\varepsilon_{\text{qo}}) > 0\) as well as on \(\theta\) and \(s > 0\).

**Proof of Theorem 4.1 (ii).** Lemma 3.3 proves that discrete reliability (A4) implies reliability (3.7). Stability (A1) and discrete reliability (A4) guarantee that (4.25) holds for all \(\kappa_0 \in (0, 1)\). Together with quasi-monotonicity (3.8) from Lemma 3.4, this implies that (4.27)–(4.28) of Lemma 4.14 are valid. Moreover, (A1) and (A2) prove estimator reduction (4.18) from Lemma 4.7. This and quasi-orthogonality (A3) together with reliability (3.7) allow to employ Proposition 4.10 which ensures that (4.22)–(4.24) hold. Finally, choose \(0 < \theta \leq \theta_0 < \theta_*\) in Proposition 4.12 (ii) with corresponding \(0 < \kappa_0 < 1\). Then, the application of Proposition 4.15 concludes the proof. \(\Box\)
5. Laplace Problem with Residual Error Estimator

This section applies the abstract analysis of the preceding sections to different discretizations of the Laplace problem. The examples are taken from conforming, nonconforming, and mixed finite element methods (FEM) as well as the boundary element methods (BEM) for weakly-singular and hyper-singular integral equations.

5.1. Conforming FEM

In the context of conforming FEM for symmetric operators, the convergence and quasi-optimality of the adaptive algorithm has finally been analyzed in the seminal works [14, 15]. In this section, we show that their results can be reproduced in the abstract framework developed. Moreover, our approach adapts the idea of [37], and efficiency (4.6) is only used to characterize the approximation class. This provides a qualitative improvement over [14, 15] in the sense that the upper bound \( \theta_* \), for optimal adaptivity parameters \( 0 < \theta < \theta_* \), does not depend on the efficiency constant \( C_{\text{eff}} \).

Let \( \Omega \subset \mathbb{R}^d, \ d \geq 2 \), be a bounded Lipschitz domain with polyhedral boundary \( \Gamma := \partial \Omega \). With given volume force \( f \in L^2(\Omega) \), we consider the Poisson model problem

\[-\Delta u = f \quad \text{in} \ \Omega \quad \text{and} \quad u = 0 \quad \text{on} \ \Gamma.\]  

(5.1)

For the weak formulation, let \( \mathcal{X} := H_0^1(\Omega) \) denote the usual Sobolev space, with the equivalent \( H^1 \)-norm \( \|v\|_{H_0^1(\Omega)} := \|\nabla v\|_{L^2(\Omega)} \) associated with the scalar product

\[b(u, v) := \int_{\Omega} \nabla u \cdot \nabla v \, dx = \int_{\Omega} f v \, dx \quad \text{for all} \ v \in H_0^1(\Omega).\]  

(5.2)

Then, the weak form of (5.1) admits a unique solution \( u \in H_0^1(\Omega) \). Based on a regular triangulation \( T \) of \( \Omega \) into simplices, the conforming finite element spaces \( \mathcal{X}(T) := \mathcal{S}_0^p(T) := \mathcal{P}^p(T) \cap H_0^1(\Omega) \) of fixed polynomial order \( p \geq 1 \) read

\[\mathcal{P}^p(T) := \{v \in L^2(\Omega) : \forall T \in T \quad v|_T \text{ is a polynomial of degree } \leq p\}.\]  

(5.3)

The discrete formulation

\[b(U(T), V) = \int_{\Omega} f V \, dx \quad \text{for all} \ V \in \mathcal{S}_0^p(T)\]  

(5.4)

also admits a unique FE solution \( U(T) \in \mathcal{S}_0^p(T) \). In particular, all assumptions of Section 2 are satisfied with \( \text{d}U(T; u, w) = \|v - w\|_{H_0^1(\Omega)} \) and \( C_\Delta = 1 \). The standard residual error estimator consists of the local contributions

\[\eta_T(T; V)^2 := h_T^2 \|f + \Delta V\|_{L^2(T)}^2 + h_T \|\partial_n V\|_{L^2(\partial T \cap \Omega)}^2 \quad \text{for all} \ T \in T,\]  

(5.5)

see e.g. [1, 2] as well as e.g. [14, 15].

Here, \( \partial_n V \) denotes the jump of the normal derivative over interior facets of \( T \). Following [15], we use the local mesh-width function

\[h(T) \in \mathcal{P}^0(T) \quad \text{with} \quad h(T)|_T := h_T = |T|^{1/d},\]  

(5.6)

where \( |T| \) denotes the volume of an element \( T \in T \). We employ newest vertex bisection for mesh-refinement and stress that the sons \( T' \) of a refined element \( T \) satisfy \( h_{T'} \leq 2^{-1/d} h_T \). Since the admissible meshes \( T \in T \) are uniformly shape regular, we note that \( h_T \simeq \text{diam}(T) \) with the Euclidean diameter \( \text{diam}(T) \). In particular, \( \eta(\cdot; \cdot) \) coincides, up to a multiplicative constant, with the usual definition found in textbooks, cf. e.g. [1, 2]. We refer to Section 9.2 for the proof that the choice of the mesh-size function does not affect convergence and quasi-optimality of the adaptive algorithm.

Recall that the problem under consideration involves some symmetric and elliptic bilinear form \( b(\cdot, \cdot) \). According to the abstract analysis in Section 3.6, it remains to verify that the residual error estimator \( \eta(T; V) \) satisfies stability (A1), reduction (A2), and discrete reliability (A4).
Proposition 5.1. The conforming discretization of the Poisson problem (5.1) with residual error estimator (5.5) satisfies stability (A1), reduction (A2) with $\rho_{\text{red}} = 2^{-1/d}$, discrete reliability (A4) with $R(\mathcal{T}, \hat{T}) = \mathcal{T}\setminus \hat{T}$ and efficiency (4.6) with
\[
\text{osc}(\mathcal{T}; U(\mathcal{T})) := \text{osc}(\mathcal{T}) := \min_{F \in \mathcal{P}^{p-1}(\mathcal{T})} \| h(\mathcal{T}) (f - F) \|_{L^2(\Omega)},
\]
where $\|\text{osc}(\cdot)\|_{\omega_{1/d}} < \infty$ is guaranteed. The constants $C_{\text{stab}}, C_{\text{red}}, C_{\text{drel}}, C_{\text{eff}} > 0$ depend only on the polynomial degree $p \in \mathbb{N}$ and on $\mathcal{T}$.

Proof. Stability on non-refined elements (A1) as well as reduction on refined elements (A2) are part of the proof of [15, Corollary 3.4]. The discrete reliability (A4) is found in [15, Lemma 3.6]. Efficiency (4.6) is well exposed in text books on a posteriori error estimation, see e.g. [1, 2], and $\|\text{osc}(\cdot)\|_{\omega_{1/d}} < \infty$ follows by definition (4.7) for a sequence of uniform meshes. □

Consequence 5.2. The adaptive algorithm leads to convergence with quasi-optimal rate for the estimator $\eta(\cdot)$ in the sense of Theorem 4.1. Theorem 4.5 proves that for lowest-order elements $p = 1$, even optimal rates for the discretization error are achieved, while for higher-order elements $p \geq 2$ additional regularity of $f$ has to be imposed, e.g., $f \in H^1(\Omega)$ for $p = 2$. □

Numerical examples for the 2D Laplacian with mixed Dirichlet-Neumann boundary conditions are found in [75] together with a detailed discussion of the implementation. Examples for 3D are found in [15].

5.2. Lowest-order nonconforming FEM

The convergence analysis of adaptive nonconforming finite element techniques is much younger than that of conforming ones. The lack of the Galerkin orthogonality led to the invention of the quasi-orthogonality in [19] and thereafter in [20, 22, 25].

Consider the Poisson model problem (5.1) of Subection 5.1 with the weak formulation (5.2) in the Hilbert space $\mathcal{X} := H^1_0(\Omega)$. Let $\mathcal{T} \in \mathcal{T}$ be a regular triangulation, and let $\mathcal{E}(\mathcal{T})$ denote the set of element facets. The discrete problem is based on the piecewise gradients for piecewise linear polynomials
\[
\mathcal{X}(\mathcal{T}) := CR^1_0(\mathcal{T}) := \{ V \in P^1(\mathcal{T}) : V \text{ is continuous at } \text{mid}(\mathcal{E}(\mathcal{T})) \cap \Omega \text{ and } V = 0 \text{ at } \text{mid}(\mathcal{E}(\mathcal{T})) \cap \Gamma \}
\]
where $\text{mid}(\mathcal{E}(\mathcal{T}))$ denotes the set of barycenters of all facets of $\mathcal{T}$. Given $U, V \in CR^1_0(\mathcal{T})$ in the nonconforming $P_1$-FEM also sometimes named after Crouzeix and Raviart [52], the piecewise version of the bilinear form,
\[
b(U, V) := \sum_{T \in \mathcal{T}} \int_T \nabla U \cdot \nabla V \, dx,
\]
where the weak gradient $\nabla(\cdot)$ is replaced by the $\mathcal{T}$-piecewise gradient $\nabla_{\mathcal{T}}(\cdot)$, defines a scalar product on $CR^1_0(\mathcal{T})$. The induced norm
\[
\|\cdot\|_{\mathcal{X}(\mathcal{T})} = \left( \sum_{T \in \mathcal{T}} \| \nabla_{\mathcal{T}}(\cdot) \|_{L^2(\mathcal{T})}^2 \right)^{1/2}
\]
equals the piecewise $H^1$-seminorm and controls the $L^2$-norm in the sense of a discrete Friedrichs inequality [49], and all assumptions of Section 2 hold with $d[\mathcal{T}; v, w] = \| v - w \|_{\mathcal{X}(\mathcal{T})}$. Hence, the discrete formulation
\[
b(U(\mathcal{T}), V) = \int_\Omega f V \, dx \quad \text{for all } V \in CR^1_0(\mathcal{T})
\]
adopts a unique FE solution $U(\mathcal{T}) \in CR^1_0(\mathcal{T})$. We adopt the mesh-size function $h_T = h(\mathcal{T})|_T$ from (5.6). Note that analogously to Section 5.1, we use newest vertex bisection and obtain $h_T \leq 2^{-1/d} h_\mathcal{T}$ for all $T \in \mathcal{T}$.
and its successors \( \hat{T} \in \hat{T} \setminus T \) with \( \hat{T} \subset T \). The explicit residual-based error estimator consists of the local contributions

\[
\eta_T(T;V)^2 := h_T^2 \|f\|_{L^2(T)}^2 + h_T \|\partial_T V\|_{L^2(\partial T)}^2 \quad \text{for all } T \in \mathcal{T}.
\]  

(5.11)

Here \( [\partial_T V] \) denotes the jump of the \((d-1)\)-dimensional tangential derivatives across interior facets of \( T \) and (for the homogeneous Dirichlet boundary conditions at hand) \( [\partial_T V] := \partial_T V \) along boundary facets \( E \in \mathcal{E}(T) \) with \( E \subset \partial \Omega \).

**Proposition 5.3.** The nonconforming discretization of the Poisson problem (5.1) with residual error estimator (5.11) satisfies stability (A1), reduction (A2) with \( \rho_{\text{red}} = 2^{-1/d} \), general quasi-orthogonality (A3), discrete reliability (A4) with \( R(T;\hat{T}) = T \setminus \hat{T} \) and efficiency (4.6) with \( \text{osc}(T;U(T)) := \text{osc}(T) \) from (5.7) and hence \( \|\text{osc}(\cdot)\|_{O_{1/d}} < \infty \). The constants \( C_{\text{stab}}, C_{\text{red}}, C_{\text{drel}}, C_{\text{eff}} > 0 \) depend only on \( T \).

**Proof.** Stability (A1) and reduction (A2) follow as for the conforming case by reduction of the mesh-size function and standard inverse inequalities. Efficiency (4.6) is established in [9, 76, 77], while the discrete reliability (A4) is shown in [20, Sect. 4] for \( d = 2 \), but the proof essentially applies to any dimension. The aforementioned contributions utilize a continuous or discrete Helmholtz decomposition and are therefore restricted to simply connected domains. The general case is exposed in [78]. Notice the abbreviation for the \( L^2 \)-norm on the refined domain \( \bigcup(T \setminus \hat{T}) \)

\[
\|\cdot\|_{T \setminus \hat{T}} := \left( \sum_{T \in T \setminus \hat{T}} \|\cdot\|_{L^2(T)}^2 \right)^{1/2}.
\]

The quasi-orthogonality of [19, 22] guarantees, e.g., in the form of [20, Lemma 2.2], that

\[
\|U(\hat{T}) - U(T)\|_{X(\hat{T})}^2 \leq \|u - U(T)\|_{X(T)}^2 - \|u - U(\hat{T})\|_{X(\hat{T})}^2 + C\|u - U(\hat{T})\|_{X(\hat{T})}\|h(T)f\|_{T \setminus \hat{T}}
\]

for some generic constant \( C \simeq 1 \) which depends on \( T \). For any \( 0 < \varepsilon_{q_0} < 1 \), the Young inequality yields

\[
C\|u - U(\hat{T})\|_{X(\hat{T})}\|h(T)f\|_{T \setminus \hat{T}} \leq \varepsilon_{q_0}\|u - U(\hat{T})\|_{X(\hat{T})}^2 + C^2\|h(T)f\|_{T \setminus \hat{T}}^2/(4\varepsilon_{q_0}^2).
\]

The analysis of the last term starts with the observation that

\[
\mu(T) := \|h(T)f\|_{L^2(T)}
\]

defines a function \( \mu : T \rightarrow \mathbb{R} \) with

\[
\|h(T)f\|_{T \setminus \hat{T}}^2 \leq \left( \mu(T)^2 - \mu(\hat{T})^2 \right)/(1 - 2^{2/d}).
\]

In fact, any contribution for \( T \in \mathcal{T} \cap \hat{T} \) vanishes on both sides while for any \( \hat{T} \in \hat{T} \) and \( T \in \mathcal{T} \setminus \hat{T} \) with \( \hat{T} \subset T \), the local mesh-size satisfies \( h_{\hat{T}} \leq 2^{-1/d}h_T \). The combination of the aforementioned estimates result in (B3a) with \( C_1(\varepsilon_{q_0}) := C^2/(\varepsilon_{q_0}(1 - 2^{2/d}4)). \) Since the term \( \mu(T) \) is part of the estimator \( \eta(T,V) \), it follows \( C_2 = 1 \) in (B3b). This and Lemma 3.6 imply the general quasi-orthogonality (A3). \( \square \)

**Consequence 5.4.** The adaptive algorithm leads to convergence with quasi-optimal rate in the sense of Theorem 4.1 and Theorem 4.5.

Numerical examples in 2D that underline the above result can be found in [26].
5.3. Mixed FEM

The mixed formulation of the Poisson model problem (5.1) involves the product Hilbert space \( \mathcal{X} := H(\text{div}, \Omega) \times L^2(\Omega) \) with
\[
H(\text{div}, \Omega) := \{ q \in L^2(\Omega; \mathbb{R}^n) : \text{div} \ q \in L^2(\Omega) \}
\]
equipped with the corresponding norms i.e.
\[
\| (q, v) \|_{\mathcal{X}}^2 := \| q \|_{L^2(\Omega)}^2 + \| \text{div} \ q \|_{L^2(\Omega)}^2 + \| v \|_{L^2(\Omega)}^2
\]
and \( d[\mathcal{T}; (p, u), (q, v)] = \| (p - q, u - v) \|_{\mathcal{X}} \). The weak formulation (5.2) now involves the bilinear form \( b : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \) and right-hand side \( F \in \mathcal{X}^* \) defined for any \( (p, u), (q, v) \in H(\text{div}, \Omega) \times L^2(\Omega) \) by
\[
b((p, u), (q, v)) := \int_{\Omega} (p \cdot q + u \text{div} \ q + v \text{div} \ p) \, dx,
\]
\[
F(q, v) = \int_{\Omega} f v \, dx,
\]
where \( f \in L^2(\Omega) \) is the right-hand side in the Poisson problem. Let \( \mathcal{T} \in \mathbb{T} \) be a regular triangulation, and let \( \mathcal{E}(\mathcal{T}) \) denote the set of element facets. The conforming mixed finite element function spaces read
\[
\mathcal{X}(\mathcal{T}) := \{ Q \in H(\text{div}, \Omega) : \forall T \in \mathcal{T}, Q|_T \in M_k(T) \} \times P^k(\mathcal{T}) \subset \mathcal{X},
\]
with the Raviart-Thomas (RT) mixed finite element space
\[
M_k(T) := \{ Q \in P^{k+1}(T; \mathbb{R}^d) : \exists a_1, \ldots, a_d, b \in P^k(T) \ \forall x \in T,
\]
\[
Q(x) = (a_1(x) + b(x) x_1, \ldots, a_d(x) + b(x) x_d) \}
\]
or the Brezzi-Douglas-Marini (BDM) mixed finite element space \( M_k(T) := P^{k+1}(T; \mathbb{R}^d) \) amongst many other examples for \( k \in \mathbb{N}_0 \). The discrete formulation
\[
b((P(T), U(\mathcal{T})), (Q, V)) = F(Q, V) \quad \text{for all} \ (Q, V) \in \mathcal{X}(\mathcal{T}),
\]
admits a unique solution \((P(T), U(\mathcal{T})) \in \mathcal{X}(\mathcal{T})\) cf. e.g. [50]. With the local mesh-size function \( h_T := h(\mathcal{T})|_T \) from (5.6), the explicit residual-based a posteriori error estimator for \( d = 2, 3 \) consists of the local contributions, for all \( T \in \mathcal{T} \),
\[
\eta_T(T; Q)^2 := h_T^2 \| \text{curl} \ Q \|_{L^2(\mathcal{T}; T)}^2 + h_T^2 \| f - \Pi_k f \|_{L^2(\mathcal{T})}^2 + h_T \| [Q \times \nu] \|_{L^2(\partial \mathcal{T})},
\]  
\[ (5.12) \]
Here, \( \text{curl} \) denotes the rotation operator \( = \partial \cdot /\partial x_2 - \partial \cdot /\partial x_1 \) in 2D) and \([Q \times \nu]\) denotes the jump of the \((d - 1)\)-dimensional tangential derivatives across interior facets \( E \in \mathcal{E}(\mathcal{T}) \) with \( E \subseteq \Omega \) with unit normal \( \nu \) along \( \partial T \). For the homogeneous Dirichlet boundary conditions at hand, we define \([Q \times \nu] := Q \times \nu\) along boundary facets \( E \in \mathcal{E}(\mathcal{T}) \) with \( E \subseteq \partial \Omega \). Finally, \( \Pi_k : L^2(\Omega) \rightarrow P^k(\mathcal{T}) \) is the \( L^2 \)-orthogonal projection onto \( P^k(\mathcal{T}) \).

The newest-vertex bisection for mesh refinement allows the following result.

**Proposition 5.5.** The mixed formulation of the Poisson problem (5.1) on a simply connected Lipschitz domain \( \Omega \) in \( d = 2, 3 \) dimensions with residual error estimator (5.12) satisfies stability (A1), reduction (A2) with \( \rho_{\text{red}} = 2^{-1/d} \), general quasi-orthogonality (A3), discrete reliability (A4) with \( R(\mathcal{T}, \hat{\mathcal{T}}) = \mathcal{T} \setminus \mathcal{F} \) and efficiency (4.6) with \( \text{osc}(\mathcal{T}; U(\mathcal{T})) := \text{osc}(\mathcal{T}) \) from (5.7) and hence \( \| \text{osc}(\cdot) \|_{Q_{1/d}} < \infty \). As above, the constants \( C_{\text{stab}}, C_{\text{red}}, C_{\text{drel}}, C_{\text{eff}} > 0 \) depend only on the polynomial degree \( k \) and on \( \mathcal{T} \).

**Proof.** Stability (A1) and reduction (A2) follow as for the conforming case. Efficiency (4.6) dates back to the independent work [79, 80]; the first version and the notion of quasi-orthogonality (A3) has been introduced
in [26] and refined in [27]. For the two mentioned versions RT-MFEM and BDM-MFEM, the work [29] presents discrete reliability (A4) and the quasi-orthogonality (B3) in the form
\[ \|P(\mathcal{T}) - P(\mathcal{T})\|_{L^2(\Omega)}^2 \leq \|p - P(\mathcal{T})\|_{L^2(\Omega)}^2 - \|p - P(\mathcal{T})\|_{L^2(\Omega)}^2 + C\|p - P(\mathcal{T})\|_{L^2(\Omega)} \] for some generic constant \( C \approx 1 \). The rearrangements of the previous subsection with \( \mu(\mathcal{T}) := \text{osc}(\mathcal{T}; f) \) result in (B3a) for any \( 0 < \varepsilon_{q_0} < 1 \) and \( C_1(\varepsilon_{q_0}) := C^2/(\varepsilon_{q_0}(1 - 2^{2/d})4) \) and \( C_2 = 1 \) in (B3b).

**Consequence 5.6.** The adaptive algorithm leads to convergence with quasi-optimal rate for the estimator \( \eta(\cdot) \) in the sense of Theorem 4.1 and Theorem 4.5.

Numerical examples that underline the above result can be found in [81, 82].

### 5.4 Conforming BEM for weakly-singular integral equation

In this section, we consider adaptive mesh-refinement for the weighted-residual error estimator in the context of BEM for integral operators of order \(-1\). Unlike FEM, the efficiency of this error estimator is still an open question in general and mathematically guaranteed only for particular situations [32] while typically observed throughout, see e.g. [45, 46, 63, 64]. Nevertheless, the abstract framework of Section 4 provides the means to analyze convergence and quasi-optimality of the adaptive algorithm.

In a specific setting, optimal convergence of adaptive mesh-refinement has independently first been proved by [30, 31] for lowest-order BEM. While the analysis of [31] covers general operators, but is restricted to smooth boundaries \( \Gamma \), the analysis of [30] focuses on the Laplace equation only, but allows for polyhedral boundaries. In [33], these results are generalized to BEM with ansatz functions of arbitrary, but fixed polynomial order.

Let \( \Omega \subset \mathbb{R}^d \) be a bounded Lipschitz domain with polyhedral boundary \( \partial \Omega \) and \( d = 2, 3 \). Let \( \Gamma \subseteq \partial \Omega \) be a relatively open subset. For given \( f \in H^{1/2}(\Gamma) := \{ \phi|_\Gamma : \phi \in H^1(\Omega) \} \), we consider the weakly-singular first-kind integral equation
\[ \mathfrak{W}(x) = f(x) \quad \text{for } x \in \Gamma. \] (5.13)

The sought solution satisfies \( u \in \tilde{H}^{-1/2}(\Gamma) \). The negative-order Sobolev space \( \tilde{H}^{-1/2}(\Gamma) \) is the dual space of \( H^{1/2}(\Gamma) \) with respect to the extended \( L^2(\Gamma) \)-scalar product \( \langle \cdot, \cdot \rangle_{L^2(\Gamma)} \). We refer to the monographs [83–85] for details and proofs of this as well as of the following facts on the functional analytic setting: With the fundamental solution of the Laplacian
\[ G(z) := \begin{cases} -\frac{1}{2\pi} \log |z| & \text{for } d = 2, \\ +\frac{1}{4\pi} \frac{1}{|z|} & \text{for } d = 3, \end{cases} \] (5.14)

the simple-layer potential reads
\[ \mathfrak{W}(x) := \int_{\Gamma} G(x - y)u(y) d\Gamma(y) \quad \text{for } x \in \Gamma. \] (5.15)

We note that \( \mathfrak{W} \in L(H^{-1/2+s}(\Gamma); H^{1/2+s}(\Gamma)) \) is a linear, continuous, and symmetric operator for all \(-1/2 \leq s \leq 1/2\). For 2D, we assume \( \text{diam}(\Omega) < 1 \) which can always be achieved by scaling. Then, \( \mathfrak{W} \) is also elliptic, i.e.
\[ b(u, v) := \langle \mathfrak{W}u, v \rangle_{L^2(\Gamma)} \] (5.16)

defines an equivalent scalar product on \( X := \tilde{H}^{-1/2}(\Gamma) \). We equip \( \tilde{H}^{-1/2}(\Gamma) \) with the induced Hilbert space norm \( \|v\|_{\tilde{H}^{-1/2}(\Gamma)}^2 := \langle \mathfrak{W}v, v \rangle_{L^2(\Gamma)} \). According to the Hahn-Banach theorem, (5.13) is equivalent to the variational formulation
\[ b(u, v) = \langle f, v \rangle_{L^2(\Gamma)} \quad \text{for all } v \in \tilde{H}^{-1/2}(\Gamma). \] (5.17)
It relies on the the scalar product $b(\cdot, \cdot)$ and hence admits a unique solution $u \in \bar{H}^{-1/2}(\Gamma)$ of (5.17).

Let $\mathcal{T}$ be a regular triangulation of $\Gamma$. For each element $T \in \mathcal{T}$, let $\gamma_T : T_{\text{ref}} \to T$ denote an affine bijection from the reference element $T_{\text{ref}} = [0, 1]$ for $d = 2$ resp. $T_{\text{ref}} = \text{conv}\{ (0, 0), (0, 1), (1, 0) \}$ for $d = 3$ onto $T$. We employ conforming boundary elements $X(\mathcal{T}) := \mathcal{P}^p(\mathcal{T}) \subset H^{-1/2}(\Gamma)$ of order $p \geq 0$, where

$$\mathcal{P}^p(\mathcal{T}) := \{ V \in L^2(\Gamma) : V \circ \gamma_T \text{ is a polynomial of degree } \leq p \text{ on } T_{\text{ref}}, \text{ for all } T \in \mathcal{T} \}.$$ 

The discrete formulation

$$b(U(\mathcal{T}), V) = \langle f, V \rangle_{L^2(\Gamma)} \text{ for all } V \in \mathcal{P}^p(\mathcal{T})$$

admits a unique BE solution $U(\mathcal{T}) \in \mathcal{P}^p(\mathcal{T})$. In particular, all assumptions of Section 2 are satisfied with $d[\mathcal{T}; v, w] = \| v - w \|_{\bar{H}^{-1/2}(\Gamma)}$ and $C_\Delta = 1$.

Under additional regularity of the data $f \in H^1(\Gamma)$, we consider the weighted-residual error estimator of [45, 46, 63, 64] with local contributions

$$\eta_T(T; V)^2 := h_T \| \nabla_T (f - \mathcal{W} V) \|^2_{L^2(T)} \text{ for all } T \in \mathcal{T}. \quad (5.18)$$

Here, $\nabla_T(\cdot)$ denotes the surface gradient and $h(T) \in \mathcal{P}^0(\mathcal{T})$ denotes the local-mesh width (5.6) which now reads $h(T)|_T = |T|^{1/(d-1)}$ for all $T \in \mathcal{T}$ as $\Gamma$ is a $(d-1)$-dimensional manifold. We note that the analysis of [45, 46, 63, 64] relies on a Poincaré-type estimate $\| R(T) \|_{H^{1/2}(\Gamma)} \lesssim \| h(T)^{1/2} \nabla_T R(T) \|_{L^2(\Gamma)}$ for the Galerkin residual $R(T) = f - \mathcal{W} U(\mathcal{T})$ and requires shape-regularity of the triangulation $\mathcal{T}$ for $d = 3$, in particular, the fact that $h_T \simeq \text{diam}(T)$. We employ newest vertex bisection for $d = 3$ and the bisection algorithm of [32] for $d = 2$.

As in Section 5.1, the problem under consideration involves a symmetric and elliptic bilinear form $b(\cdot, \cdot)$ and conforming discretizations. Therefore, it only remains to discuss stability (A1), reduction (A2), and discrete reliability (A4), see Section 3.6.

**Proposition 5.7.** The conforming BEM of the weakly-singular integral equations (5.13) with weighted-residual error estimator (5.18) satisfies stability (A1), reduction (A2) with $\rho_{\text{red}} = 2^{-1/(d-1)}$, and discrete reliability (A4) with

$$R(\mathcal{T}; \tilde{T}) = \omega(T; T \setminus \tilde{T}) := \{ T \in \mathcal{T} : \exists T' \in T \setminus \tilde{T} \text{ and } T \cap T' \neq \emptyset \}, \quad (5.19)$$

i.e. $R(\mathcal{T}; \tilde{T})$ contains all refined elements plus one additional layer of elements. The constants $C_{\text{stab}}, C_{\text{red}}, C_{\text{drel}} > 0$ depend only on the polynomial degree $p \in \mathbb{N}_0$ and on $\mathcal{T}$.

**Proof.** Stability on non-refined elements (A1) as well as reduction on refined elements (A2) are part of the proof of [30, Proposition 4.2]. The proof essentially follows [15], but additionally relies on the novel inverse-type estimate

$$\| h(T)^{1/2} \nabla_T \mathcal{W} V \|_{L^2(\Gamma)} \lesssim \| V \|_{\bar{H}^{-1/2}(\Gamma)} \quad \text{for all } V \in \mathcal{P}^p(\mathcal{T}).$$

While the work [30] is concerned with the lowest-order case $p = 0$ only, we refer to [86, Corollary 2] for general $p \geq 0$ so that [30, Proposition 4.2] transfers to $p \geq 0$. Discrete reliability is proved in [30, Proposition 5.3] for $p = 0$, but the proof holds accordingly for arbitrary $p \geq 0$. \qed

**Consequence 5.8.** The adaptive algorithm leads to convergence with quasi-optimal rate for the estimator $\eta(\cdot)$ in the sense of Theorem 4.1. \qed

Numerical examples that underline the above result can be found in [63].

Efficiency (4.6) of the weighted-residual error estimator (5.18) remains an open question. The only result available [32] is for $d = 2$, and it exploits the equivalence of (5.13) to some Dirichlet-Laplace problem: Assume $\Gamma = \partial \Omega$ and let

$$\mathcal{R}g(x) := \int_{\Gamma} \partial_n(y) G(x - y) g(y) \, d\Gamma(y) \quad (5.20)$$
denote the double-layer potential $\mathcal{R} \in L(H^{1/2+s}(\Gamma); H^{1/2+s}(\Gamma))$, for all $-1/2 \leq s \leq 1/2$. Then, the weakly-singular integral equation (5.21) for given Dirichlet data $g \in H^{1/2}(\Gamma)$ and $f := (\mathcal{R} + 1/2)g$ is an equivalent formulation of the Dirichlet-Laplace problem

$$-\Delta \phi = 0 \quad \text{in } \Omega \quad \text{and} \quad \phi = g \quad \text{on } \Gamma = \partial \Omega. \quad (5.21)$$

The density $u \in \tilde{H}^{-1/2}(\Gamma)$, which is sought in (5.13), is the normal derivative $u = \partial_n \phi$ to the potential $\phi \in H^1(\Omega)$ of (5.21).

For this special situation and lowest-order elements $p = 0$, efficiency (4.6) of $\eta(T)$ is proved in [32, Theorem 4].

**Proposition 5.9.** We consider lowest-order BEM $p = 0$ for $d = 2$ and $\Gamma = \partial \Omega$. Let $\sigma > 2$ and $g \in H^\sigma(\Gamma) := \{\phi|_{\partial \Omega} : \phi \in H^{\sigma+1/2}(\Omega)\}$. For $f := (\mathcal{R} + 1/2)g$, the weighted-residual error estimator (5.18) satisfies (4.6) with $\|\text{osc}(.\|_{\sigma, 2} < \infty$.

**Proof.** The statement on efficiency of $\eta(T)$ is found in [32, Theorem 4], where $\text{osc}(T; U(T))$ is based on the regular part of the exact solution $u$. It holds $\text{osc}(T; U(T)) = O(h^{3/2+\varepsilon})$ for uniform meshes with mesh-size $h$ and some $\sigma$-dependent $\varepsilon > 0$, see [32].

For some smooth exact solution $u$, the generically optimal order of convergence is $O(h^{3/2})$ for lowest-order elements $p = 0$, where $h$ denotes the maximal mesh-width. For quasi-uniform meshes with $N$ elements and 2D BEM, this corresponds to $O(N^{-3/2})$ and hence $s = 3/2$. With the foregoing proposition and according to Theorem 4.5, the adaptive algorithm attains any possible convergence order $0 < s \leq 3/2$ and the generically quasi-optimal rate is thus achieved.

**Consequence 5.10.** Under the assumptions of Proposition 5.9, the adaptive algorithm leads to the generically optimal rate for the discretization error in the sense of Theorem 4.5.

Numerical examples that underline the above result can be found in [30, 32, 45, 46, 63, 64].

5.5. **Conforming BEM for hyper-singular integral equation**

In this section, we consider adaptive BEM for hyper-singular integral equations, where the hyper-singular operator is of order +1. In this frame, convergence and quasi-optimality of the adaptive algorithm has first been proved in [31], while the necessary technical tools have independently been developed in [86]. While the analysis of [31] only covers the lowest-order case $p = 1$ and smooth boundaries, the recent work [34] generalizes this to BEM with ansatz functions of arbitrary, but fixed polynomial order $p \geq 1$ and polyhedral boundaries.

Throughout, we use the notation from Section 5.4. Additionally, we assume that $\Gamma \subseteq \partial \Omega$ is connected. We consider the hyper-singular integral equation

$$\mathcal{M}u(x) = f(x) \quad \text{for } x \in \Gamma, \quad (5.22)$$

where the hyper-singular integral operator formally reads

$$\mathcal{M}v(x) := \partial_n(x) \int_{\Gamma} \partial_n(y) G(x - y) v(y) d\Gamma(y). \quad (5.23)$$

By definition, there holds $\mathcal{M}g(x) = \partial_n(\mathcal{R}g(x)$ if the double-layer potential $\mathcal{R}g(x)$ is considered as a function on $\Omega$ by evaluating (5.20) for $x \in \Omega$. Again, we refer to the monographs [83–85] for details and proofs of the following facts on the functional analytic setting: The hyper-singular integral operator $\mathcal{M}$ is symmetric as well as positive semi-definite and has a one-dimensional kernel which consists of the constant functions, i.e. $\mathcal{M}1 = 0$. To deal with this kernel and to obtain an elliptic formulation, we distinguish the cases $\Gamma \subseteq \partial \Omega$ and $\Gamma = \partial \Omega$. 33
5.5.1. Screen problem \( \Gamma \subset \partial \Omega \)

On the screen, the hyper-singular integral operator \( \mathfrak{W} : H^{1/2+\epsilon}(\Gamma) \rightarrow H^{-1/2+\epsilon}(\Gamma) \) is a continuous mapping for all \(-1/2 \leq s \leq 1/2\). Here, \( H^{1/2+\epsilon}(\Gamma) := \{ v|_{\Gamma} : v \in H^{1/2+\epsilon}(\partial \Omega) \text{ with supp}(v) \subseteq \Gamma \} \) denotes the space of functions which can be extended by zero to the entire boundary, and \( H^{-1/2+\epsilon}(\Gamma) \) denotes the dual space of \( H^{1/2-s}(\Gamma) \). For given \( f \in H^{-1/2}(\Gamma) \), we seek the solution \( u \in H^{1/2}(\Gamma) \) of (5.22).

We note that \( 1 \notin H^{1/2}(\Gamma) \) and \( \mathfrak{W} : H^{1/2}(\Gamma) \rightarrow H^{-1/2}(\Gamma) \) is a symmetric and elliptic operator. In particular,

\[
b(u, v) := (\mathfrak{W} u, v)_{L^2(\Gamma)}
\]

defines an equivalent scalar product on \( X := H^{1/2}(\Gamma) \). We equip \( H^{1/2}(\Gamma) \) with the induced Hilbert space norm \( \| v \|^2_{H^{1/2}(\Gamma)} := b(v, v) \). The hyper-singular integral equation is thus equivalently stated as

\[
b(u, v) = (f, v)_{L^2(\Gamma)} \quad \text{for all } v \in H^{1/2}(\Gamma)
\]

and admits a unique solution.

Given a regular triangulation \( \mathcal{T} \) and a polynomial degree \( p \geq 1 \), we employ conforming boundary elements \( X(\mathcal{T}) := S^p_0(\mathcal{T}) := \mathcal{P}^p(\mathcal{T}) \cap H^{1/2}(\Gamma) \). The discrete formulation

\[
b(U(\mathcal{T}), V) = (f, V)_{L^2(\Gamma)} \quad \text{for all } V \in S^p_0(\mathcal{T})
\]

admits a unique BE solution \( U(\mathcal{T}) \in S^p_0(\mathcal{T}) \). In particular, all assumptions of Section 2 are satisfied with \( d[T; v, w] = \| v - w \|_{H^{1/2}(\Gamma)} \) and \( C_\Delta = 1 \).

Under additional regularity of the data \( f \in L^2(\Gamma) \), we may define the weighted-residual error estimator from [45, 63, 64, 87] with local contributions

\[
\eta_T(\mathcal{T}; V)^2 := b_T \| f - \mathfrak{W} V \|^2_{L^2(\mathcal{T})} \quad \text{for all } T \in \mathcal{T}.
\]

As in Section 5.1, the problem under consideration involves symmetric and elliptic \( b(\cdot, \cdot) \) and conforming discretizations. Therefore, it only remains to discuss stability (A1), reduction (A2), and discrete reliability (A4), see Section 3.6. As for for the weakly-singular integral equation from Section 5.4, efficiency (4.6) is only observed empirically [45, 63, 64, 87], but a rigorous mathematical proof remains as an open question.

**Proposition 5.11.** The conforming BEM of the hyper-singular integral equation (5.22) on the screen with weighted-residual error estimator (5.26) satisfies stability (A1), reduction (A2) with \( p_{\text{red}} = 2^{-1/(d-1)} \), and discrete reliability (A4) with

\[
\mathcal{R}(\mathcal{T}, \hat{\mathcal{T}}) = \mathcal{T} \setminus \hat{\mathcal{T}}.
\]

The constants \( C_{\text{stab}}, C_{\text{red}}, C_{\text{drel}} > 0 \) depend only on the polynomial degree \( p \in \mathbb{N} \) and on \( \mathcal{T} \).

**Proof.** The discrete reliability (A4) follows with the techniques from [15] which are combined with the localization techniques for the \( H^{1/2}(\Gamma) \)-norm from [87]. We refer to [34] for details. For the lowest-order case \( p = 1 \), an alternate proof is found in [31, Section 4], where \( \mathcal{R}(\mathcal{T}, \hat{\mathcal{T}}) = \omega(\mathcal{T}; \mathcal{T} \setminus \hat{\mathcal{T}}) \) are the refined elements plus one additional layer of elements, see (5.19). Stability (A1) and reduction (A2) are proved in [34] and use the inverse estimate from [86, Corollary 2].

**Consequence 5.12.** The adaptive algorithm leads to convergence with quasi-optimal rate for the estimator \( \eta(\cdot) \) in the sense of Theorem 4.1.

Numerical examples that underline the above result can be found in [63].
The (stabilized) hyper-singular integral equation reads

$$\mathcal{M} : H^{1/2+s}(\Gamma) \to H^{-1/2+s}(\Gamma).$$

Due to $1 \in H^{1/2}(\Gamma)$, we have to stabilize $\mathcal{M}$, e.g., with the rank-one operator $\mathcal{S}v := \langle v, 1 \rangle_{L^2(\Omega)} 1$. Alternatively, one could consider $\mathcal{M}$ on the factor space $H^{1/2}(\Gamma)/\mathbb{R} \simeq H^{1/2}_s(\Gamma) := \{ v \in H^{1/2}(\Gamma) : \int_{\Gamma} v \, ds = 0 \}$. The (stabilized) hyper-singular integral equation reads

$$(\mathcal{M} + \mathcal{S})u(x) = f(x) \quad \text{for } x \in \Gamma.$$  (5.27)

The sought solution satisfies $u \in \mathcal{X} := H^{1/2}(\Gamma)$. The stabilization $\mathcal{S}$ allows to define an equivalent scalar product on $H^{1/2}(\Gamma)$ by

$$b(u, v) := \langle \mathcal{M}u, v \rangle_{L^2(\Gamma)} + \langle u, 1 \rangle_{L^2(\Gamma)} \langle v, 1 \rangle_{L^2(\Gamma)}.$$  (5.28)

We equip $H^{1/2}(\Gamma)$ with the induced Hilbert space norm $\| v \|_{H^{1/2}(\Gamma)}^2 = b(v, v)$. Then, (5.27) is equivalent to

$$b(u, v) = \langle f, v \rangle_{L^2(\Gamma)} \quad \text{for all } v \in H^{1/2}(\Gamma).$$  (5.29)

In case of $\langle f, 1 \rangle_{L^2(\Gamma)} = 0$, we see that $\langle u, 1 \rangle_{L^2(\Gamma)} = 0$ by choice of the test function $v = 1$. Then, the above formulation (5.27) resp. (5.28) is equivalent to (5.22).

For given $g \in H^{-1/2}(\Gamma)$ and the special right-hand side $f = (1/2 - \mathcal{R})g$, it holds $\langle f, 1 \rangle_{L^2(\Gamma)} = 0$. Moreover, (5.22) resp. (5.27) is an equivalent formulation of the Laplace-Neumann problem

$$-\Delta \phi = 0 \quad \text{in } \Omega \quad \text{and} \quad \partial_n \phi = g \quad \text{on } \Gamma = \partial \Omega.$$  (5.30)

Clearly, the solution $\phi \in H^1(\Omega)$ is only unique up to an additive constant. If we fix this constant by $\langle \phi, 1 \rangle_{L^2(\Gamma)} = 0$, the density $u \in H^{1/2}(\Gamma)$ which is sought in (5.22) for $f = (1/2 - \mathcal{R})g$, is the trace $u = \phi|_\Gamma$ of the potential $\phi$.

For fixed $p \geq 1$ and a regular triangulation $\mathcal{T}$ of $\Gamma$, we employ conforming boundary elements $\mathcal{X}(\mathcal{T}) := \mathcal{S}^p(\mathcal{T}) := \mathcal{P}^p(\mathcal{T}) \cap H^{1/2}(\Gamma)$. The discrete formulation

$$b(U(\mathcal{T}), V) = \langle f, V \rangle_{L^2(\Gamma)} \quad \text{for all } V \in \mathcal{S}^p(\mathcal{T})$$  (5.31)

admits a unique solution $U(\mathcal{T}) \in \mathcal{S}^p(\mathcal{T})$. In particular, all assumptions of Section 2 are satisfied with $d[\mathcal{T}; v, w] = \| v - w \|_{H^{1/2}(\Gamma)}$ and $C_\Delta = 1$. In case of $\langle f, 1 \rangle_{L^2(\Gamma)} = 0$, it follows as for the continuous case that $\langle U(\mathcal{T}), 1 \rangle_{\Gamma} = 0$ and therefore $\mathcal{S}U(\mathcal{T}) = 0$. Hence, the definition of the error estimator as well as the proof of the axioms (A1), (A2), and (A4) is verbatim to the screen problem in Section 5.5.1 and therefore omitted.

**Consequence 5.13.** The adaptive algorithm leads to convergence with quasi-optimal rate for the estimator $\eta(\cdot)$ in the sense of Theorem 4.1. \hfill \Box

Numerical examples that underline the above result can be found in [87].

Although one may expect an efficiency result (4.6) similar to that from [32] for Symm’s integral equation from Section 5.4, see Consequence 5.10, the details have not been worked out yet. In particular, quasi-optimality of the adaptive algorithm in the sense of Theorem 4.5 remains as an open question.

6. General Second-Order Elliptic Equations

This section collects further fields of applications for the abstract theory developed in the previous Sections 2–4 beyond the Laplace model problem from Section 5. This includes general second-order linear elliptic operators as well as different FEM discretizations of the Stokes problem and linear elasticity.
6.1. Conforming FEM for non-symmetric problems

On the bounded Lipschitz domain \( \Omega \subset \mathbb{R}^d \), we consider the following linear second-order PDE

\[
L u := -\text{div} A \nabla u + b \cdot \nabla u + cu = f \quad \text{in} \quad \Omega \quad \text{and} \quad u = 0 \quad \text{on} \quad \Gamma.
\]  

(6.1)

For all \( x \in \Omega \), \( A(x) \in \mathbb{R}^{d \times d} \) is a symmetric matrix with \( A \in W^{1,\infty}(\Omega; \mathbb{R}^{d \times d}) \). Moreover, \( b(x) \in \mathbb{R}^d \) is a vector with \( b \in L^\infty(\Omega; \mathbb{R}^d) \) and \( c(x) \in \mathbb{R} \) is a scalar with \( c \in L^\infty(\Omega) \). Note that \( L \) is non-symmetric as

\[
L \neq L^T = -\text{div} A \nabla u - b \cdot \nabla u + (c - \text{div} b) u.
\]

We assume that the induced bilinear form

\[
\begin{align*}
b(u, v) := & \langle Lu, v \rangle = \int_{\Omega} A \nabla u \cdot \nabla v + b \cdot \nabla uv + cuv \, dx \quad \text{for} \quad u, v \in X := H^1_0(\Omega)
\end{align*}
\]

is continuous and \( H^1_0(\Omega) \)-elliptic and denote by \( \|v\|^2_{A^2(\Omega)} := b(v, v) \) the induced quasi-norm on \( H^1_0(\Omega) \).

According to the Lax-Milgram lemma and for given \( f \in L^2(\Omega) \), the weak formulation

\[
b(u, v) = \int_{\Omega} f v \, dx \quad \text{for all} \quad v \in H^1_0(\Omega)
\]

(6.2)

admits a unique solution \( u \in H^1_0(\Omega) \).

Historically, the convergence and quasi-optimality analysis for the adaptive algorithm has first been developed for elliptic and symmetric operators, e.g. [11–15] to name some milestones, and the analysis strongly used the Pythagoras theorem for the energy norm (3.14). The work [47] introduced an appropriate quasi-orthogonality (B3a) in the \( H^1 \)-norm to prove linear convergence of the so-called total error which is the weighted sum of error plus oscillations. Later, [17] used this approach to prove quasi-optimal convergence rates. However, [17, 47] are restricted to div \( b \) = 0 and sufficiently fine initial meshes \( T_0 \) to prove this quasi-orthogonality. The recent work [18] removes these artificial assumption by proving the general quasi-orthogonality (A3) with respect to the induced energy quasi-norm \( \| \cdot \|_{A^2(\Omega)} \). Moreover, the latter analysis also provides a framework for convergence and quasi-optimality if \( b(\cdot, \cdot) \) is not uniformly elliptic, but only satisfies some Garding inequality. For details, the reader is referred to [18, Section 6].

The discretization of (6.2) is done as in Section 5.1, from where we adopt the notation: For a given regular triangulation \( \mathcal{T} \) and a polynomial degree \( p \geq 1 \), we consider \( X(\mathcal{T}) := S_h^p(\mathcal{T}) := \mathcal{P}^p(\mathcal{T}) \cap H^1_0(\Omega) \) with \( \mathcal{P}^p(\mathcal{T}) \) from (5.3). The discrete formulation also fits into the frame of the Lax-Milgram lemma and

\[
b(U(\mathcal{T}), V) = \int_{\Omega} f V \, dx \quad \text{for all} \quad V \in S_h^p(\mathcal{T})
\]

(6.3)

hence admits a unique FE solution \( U(\mathcal{T}) \in S_h^p(\mathcal{T}) \). In particular, all assumptions of Section 2 are satisfied with the quasi-norm \( \| \cdot \|_{A^2(\Omega)} \) and \( d(\mathcal{T}; v, w) = \| v - w \|_{H^1_0(\Omega)} \) and some constant \( C_{\Delta} \geq 1 \) which depends only on \( \mathcal{L} \).

The residual error-estimator \( \eta(\cdot) \) differs slightly from the above, namely

\[
\eta_T(T; V)^2 := h_T^2 \| L_T V - f \|^2_{L_2(T)} + h_T^2 \| A \nabla V \cdot n \|^2_{L_2(\partial T \cap \Omega)}
\]

(6.4)

for all \( T \in \mathcal{T} \) and all \( V \in S_h^p(\mathcal{T}) \) and \( L_T V := -\text{div}_T (A \nabla_T V) + b \cdot \nabla_T V + c V \), see e.g. [1, 2].

The problem under consideration involves the elliptic bilinear form \( b(\cdot, \cdot) \) and thus fits into the framework of Section 3.6.

**Proposition 6.1.** The conforming discretization of problem (6.1) with residual error estimator (6.4) satisfies stability (A1), reduction (A2) with \( \rho_{\text{red}} = 2^{-1/d} \), generalized quasi-orthogonality (A3), discrete reliability (A4) with \( R(T, \mathcal{T}) = V \mathcal{T} \), and efficiency (4.6) with

\[
\begin{align*}
\text{osc}(T; U(\mathcal{T}))^2 := & \min_{F \in \mathcal{P}^p(\mathcal{T})} \sum_{T \in \mathcal{T}} h_T^2 \| L_T U(\mathcal{T}) - f \|^2_{L_2(T)} \\
& + \min_{F \in \mathcal{P}^p(\mathcal{T})} \sum_{T \in \mathcal{T}} h_T^2 \| A \nabla U(\mathcal{T}) \cdot n \|_{L_2(\partial T \cap \Omega)}.
\end{align*}
\]

(6.5)
where \( q, q' \in \mathbb{N}_0 \) are arbitrary and \( C_{\text{eff}} \) depends on \( q, q' \) and on \( T \). If the differential operator \( \mathcal{L} \) has piecewise polynomial coefficients, sufficiently large \( q, q' \in \mathbb{N}_0 \) even provides (4.6) with

\[
\text{osc}(T; U(T)) := \text{osc}(T) = \min_{F \in P^{p-1}(T)} \| h(T) (f - F) \|_{L^2(\Omega)}.
\]

(6.6)

In particular, there holds \( \| \text{osc}(-) \|_{0, d} < \infty \) in this case. The constants \( C_{\text{stab}}, C_{\text{red}}, C_{\text{drel}} > 0 \) depend only on the polynomial degrees \( q, q' \in \mathbb{N} \) and on \( T \).

**Proof.** Stability (A1), reduction (A2), and discrete reliability (A4) follow as for the Poisson model problem from Section 5.1. Standard arguments from e.g. [1, 2] provide the efficiency (4.6). The proof of the general quasi-orthogonality (A3) follows as in [18]: First, according to Corollary 4.8, a priori convergence of \( U(T) \to U_\infty \) implies convergence \( U(T) \to u \) as \( \ell \to \infty \). Without loss of generality, assume that \( u \neq U_\ell \) for all \( \ell \geq 0 \).

Second, by general Hilbert space arguments, the a priori convergence implies that the sequences \( e_\ell := (u - U_\ell)/\| \nabla (u - U_\ell) \|_{L^2(\Omega)} \) as well as \( E_\ell := (U_{\ell+1} - U_\ell)/\| \nabla (u - U_\ell) \|_{L^2(\Omega)} \) tend weakly to zero, see [18, Lemma 6].

Third, the non-symmetric part \( K u := b \cdot \nabla u \) of \( \mathcal{L} \) is a compact perturbation. Hence, \( K e_\ell \) as well as \( K E_\ell \) converge to zero even strongly in \( H^{-1}(\Omega) := H^1_0(\Omega)^* \).

Since \( \mathcal{L} - K \) is symmetric, the following quasi-orthogonality is established as in [18, Proposition 7]. For all \( \varepsilon > 0 \), there exists some index \( \ell_0 \in \mathbb{N} \) such that

\[
\| U(T_{\ell+1}) - U(T_\ell) \|_{H^1_0(\Omega)}^2 \leq \frac{1}{1 - \varepsilon} \| u - U(T_\ell) \|_{H^1_0(\Omega)}^2 - \| u - U(T_{\ell+1}) \|_{H^1_0(\Omega)}^2 \text{ for all } \ell \geq \ell_0.
\]

As shown in [18, Proof of Theorem 8], one may now choose \( \varepsilon > 0 \) sufficiently small to derive for all \( N \geq \ell \)

\[
\sum_{k=\ell}^N \| U(T_{k+1}) - U(T_k) \|_{H^1_0(\Omega)}^2 \| u - U(T_k) \|_{H^1_0(\Omega)}^2 \| u - U(T_{k+1}) \|_{H^1_0(\Omega)}^2 \| u - U(T_\ell) \|_{H^1_0(\Omega)}^2 \text{ for all } \ell \geq \ell_0.
\]

For the remaining indices \( 0 \leq \ell < \ell_0 \), recall that \( \| u - U(T_\ell) \|_{H^1_0(\Omega)} \) implies \( \| U(T_{k+1}) - U(T_k) \|_{H^1_0(\Omega)} = 0 \) for all \( k \geq \ell \). With the convention \( \infty \cdot 0 = 0 \), it holds

\[
\max_{\ell=0,\ldots,\ell_0-1} \| U(T_\ell) \|_{H^1_0(\Omega)}^2 \sum_{k=\ell}^{\ell_0-1} \| U(T_{k+1}) - U(T_k) \|_{H^1_0(\Omega)}^2 < \infty.
\]

The combination of the last two estimates finally yields the general quasi-orthogonality (A3) and concludes the proof.

**Consequence 6.2.** The adaptive algorithm leads to convergence with quasi-optimal rate for the estimator \( \eta(\cdot) \) in the sense of Theorem 4.1. For lowest-order elements \( p = 1 \) and piecewise polynomial coefficients of \( \mathcal{L} \), even quasi-optimal rates for the discretization error are achieved in the sense of Theorem 4.5. At the current state of research, higher-order elements \( p \geq 2 \) formally require piecewise polynomial coefficients of \( \mathcal{L} \) and additional regularity of \( f \).

Numerical examples for the symmetric case that underline the above result can be found in [47].

### 6.2. Lowest-order nonconforming FEM for Stokes

The simplest model example for computational fluid dynamics is the stationary Stokes equations

\[
-\Delta u + \nabla p = f \quad \text{and} \quad \text{div } u = 0 \quad \text{in } \Omega \quad \text{and} \quad u = 0 \quad \text{on } \Gamma = \partial \Omega
\]

(6.7)

with Dirichlet boundary conditions for the velocity field \( u \in H^1_0(\Omega; \mathbb{R}^d) \) along the boundary \( \Gamma \) and the pressure field \( p \in L^2_0(\Omega) := \{ q \in L^2_0(\Omega) : \int_\Omega q \, dx = 0 \} \). The weak formulation involves the Hilbert space \( X := H^1_0(\Omega; \mathbb{R}^d) \times L^2_0(\Omega) \) and the bilinear form \( b(\cdot, \cdot) \) and linear form \( F(\cdot) \) with

\[
b(u, p, (v, q)) := \int_\Omega (Du \cdot Dv - p \, \text{div} v - q \, \text{div} u) \, dx \quad \text{and} \quad F(v, q) := \int_\Omega f \cdot v \, dx
\]
for \((u, p), (v, q) \in \mathcal{X}\) with the Frobenius scalar product of matrices \(A : B := \sum_{j,k=1}^{d} A_{jk} B_{jk}\) and the Jacobian \(D\). The weak problem

\[b(u, p), (v, q) = F(v, q) \quad \text{for all } (v, q) \in \mathcal{X}\]

has a unique solution \((u, p) \in \mathcal{X}\). This and the conforming and nonconforming discretisation is e.g. included in textbooks [48–51].

The first contributions on adaptive FEMs for the Stokes Equations involved the Uzawa algorithm [88, 89] to overcome the residuals from the divergence term. In contrast to this, the nonconforming scheme naturally satisfies the side constraint \(\text{div} u = 0\) piecewise [90] and so enables the convergence and optimality proof [21, 23, 24].

Given a regular triangulation \(\mathcal{T} \in T\), the nonconforming discretisation starts with the nonconforming Crouzeix-Raviart space \(CR_0^1(\mathcal{T})\) from (5.8) and

\[\mathcal{X}(\mathcal{T}) := CR_0^1(\mathcal{T})^d \times (\mathbb{P}^0(\mathcal{T}) \cap L_0^2(\Omega)),\]

equipped with the product norm (\(\nabla_{\mathcal{T}} (\cdot)\) denotes the piecewise gradient)

\[\|(V, Q)\|^2_{\mathcal{X}(\mathcal{T})} := \|\nabla_{\mathcal{T}} V\|^2_{L^2(\Omega)} + \|Q\|^2_{L^2(\Omega)}\]

and \(d[\mathcal{T}; (U, P), (V, Q)] = \|(U - V, P - Q)\|_{\mathcal{X}(\mathcal{T})}\). The differential operators in \(b(\cdot, \cdot)\) are understood in the piecewise sense

\[b(\mathcal{T}; (U, P), (V, Q)) := \sum_{T \in \mathcal{T}} \int_T (DU : DV - P \text{div } V - Q \text{div } U) dx\]

for all \((U, P), (V, Q) \in \mathcal{X}(\mathcal{T})\). The discrete problem

\[b(\mathcal{T}; (U(T), P(T)), (V, Q)) = \int_{\Omega} f V dx \quad \text{for all } (V, Q) \in \mathcal{X}(\mathcal{T})\]

admits a unique FE solution \(((U(\mathcal{T}), P(\mathcal{T})) \in \mathcal{X}(\mathcal{T})\) [48–51]. Recall the jumps of the tangential derivatives from Section 5.2 and define the local contributions of the explicit residual-based error estimator [90]

\[\eta_T(V, Q)^2 := h_T^2 \|f\|^2_{L^2(\mathcal{T})} + h_T \|\partial T V\|^2_{L^2(\partial T)} \quad \text{for all } T \in \mathcal{T},\]

where \(V\) is some part of the discrete test function \(Y = (V, Q) \in \mathcal{X}(\mathcal{T})\) and \(h_T\) is the local mesh-size defined in (5.6).

**Proposition 6.3.** The nonconforming discretization (6.9) of the Stokes problem (6.7) on a simply connected domain \(\Omega\) with residual error estimator (6.10) satisfies stability (A1), reduction (A2) with \(\mu_{\text{red}} = 2^{-1/d}\), general quasi-orthogonality (A3), discrete reliability (A4) with \(\mathcal{R}(\mathcal{T}, \mathcal{T}) = \hat{T} \setminus \mathcal{T}\) and efficiency (4.6) with \(\text{osc}(\mathcal{T}; U(\mathcal{T})) := \text{osc}(\mathcal{T})\) from (5.7) and hence \(\|\text{osc}(\cdot)\|_{0,1/d} < \infty\). The constants \(C_{\text{stab}}, C_{\text{red}}, C_{\text{drel}}, C_{\text{eff}} > 0\) depend only on \(\mathcal{T}\).

**Proof.** Stability (A1) and reduction (A2) follow as in Proposition 5.3. Efficiency (4.6) is established in [90], while the discrete reliability (A4) is shown in [23, Theorem 3.1] for \(d = 2\), but the proof essentially applies also to the case \(d = 3\). The aforementioned contributions utilize a continuous or discrete Helmholtz decomposition and are therefore restricted to simply connected domains. The general case is clarified in [78].

The quasi-orthogonality in the version of [23, Lemma 4.3] allows an analysis analogous to that of Proposition 5.3 with the same \(\mu(T)\) (applied to \(f\) in \(d\) components rather than one) to prove (B3b). This and Lemma 3.6 imply the general quasi-orthogonality (A3).

**Consequence 6.4.** The adaptive algorithm leads to convergence with quasi-optimal rate in the sense of Theorem 4.1 and Theorem 4.5.

Numerical examples for 2D that underline the above result can be found in [21].
6.3. Mixed FEM for Stokes

The pseudostress formulation for the Stokes equations (6.7) starts with the stress \( \sigma := Du - p I \) for the \( d \times d \) unit matrix \( I \) and the velocity \( u \in H_0^1(\Omega; \mathbb{R}^d) \) and the pressure \( p \in L_0^2(\Omega) \). Since \( u \) is divergence free, the trace free part \( \text{dev} \sigma := \sigma - \text{tr}(\sigma)/d I \) (with the trace \( \text{tr} \sigma := \sigma_{11} + \cdots + \sigma_{dd} = : \sigma : I \)) equals the Jacobian matrix \( Du \). With this notation, (6.7) reads

\[
\text{dev} \sigma = Du \quad \text{and} \quad f + \text{div} \sigma = 0,
\]

where the divergence acts row-wise. With the Hilbert space

\[
H := \{ \tau \in H(\text{div}, \Omega; \mathbb{R}^{d \times d}) : \int_{\Omega} \text{tr}(\tau) dx = 0 \}
\]

for the stresses, the mixed weak formulation reads

\[
\int_{\Omega} (\sigma : \text{dev} \tau + u \cdot \text{div} \tau) dx = 0 \quad \text{for all} \quad \tau \in H,
\]

\[
\int_{\Omega} v \cdot \text{div} \sigma dx = - \int_{\Omega} v \cdot f dx \quad \text{for all} \quad v \in L^2(\Omega; \mathbb{R}^d).
\]

Given a regular triangulation \( \mathcal{T} \in \mathbb{T} \), the discrete spaces for the Raviart-Thomas discretisation read

\[
\mathcal{X}(\mathcal{T}) := (M_k(\mathcal{T})^d \cap H) \times P^k(\mathcal{T}; \mathbb{R}^2) \subset \mathcal{X} := H \times L^2(\Omega; \mathbb{R}^d)
\]

with \( M_k(\mathcal{T}) \) from Section 5.3 and equipped with the norm \( \| \| \mathcal{d}[\mathcal{T}; (U, \sigma), (V, \tau)] = (\| U - V \|_{L^2(\Omega)}^2 + \| \sigma - \tau \| H(\text{div}, \Omega; \mathbb{R}^{d \times d}))^{1/2} \) The discrete formulation

\[
\int_{\Omega} (\Sigma(\mathcal{T}) : \text{dev} \tau + U(\mathcal{T}) \cdot \text{div} \tau) dx = 0,
\]

\[
\int_{\Omega} V \cdot \text{div} \Sigma(\mathcal{T}) dx = - \int_{\Omega} V \cdot f dx
\]

for all \( Y := (V, \tau) \in \mathcal{X}(\mathcal{T}) \) admits a unique solution \( X(\mathcal{T}) = (U(\mathcal{T}), \Sigma(\mathcal{T})) \in \mathcal{X}(\mathcal{T}) \) [52]. For \( Y(\mathcal{T}) = (V, \tau) \in \mathcal{X}(\mathcal{T}) \), the a posteriori error analysis of [53] leads to the local contribution

\[
\eta(\mathcal{T}; V)^2 := \text{osc}^2(f, \mathcal{T}) + h_T^2 \| \text{curl}(\text{dev} V) \|_{L^2(\mathcal{T})}^2 + h_T \| \| \text{dev}(V) \times \nu \|_{L^2(\partial \mathcal{T})}^2 \quad (6.11)
\]

with the jumps \( \{ \text{dev}(V) \times \nu \} \) of the tangential components of the deviatoric part of the stress approximation as in Section 5.3.

**Proposition 6.5.** The pseudostress formulation of the Stokes equations on a simply connected Lipschitz domain \( \Omega \) in \( d = 2 \) with residual error estimator (6.11) satisfies stability (A1), reduction (A2) with \( \rho_{\text{red}} = 2^{-1/4} \), general quasi-orthogonality (A3), discrete reliability (A4) with \( R(\mathcal{T}, \mathcal{T}) = \mathcal{T} \setminus \mathcal{T} \) and efficiency (4.6) with \( \text{osc}(\mathcal{T}; U(\mathcal{T})) := \text{osc}(\mathcal{T}) \) from (5.7) and hence \( \| \text{osc}(\cdot) \|_{L^2} < \infty \). As above, the constants \( C_{\text{stab}}, C_{\text{red}}, C_{\text{rel}}, C_{\text{eff}} > 0 \) depend only on the polynomial degree \( k \) and on \( \mathbb{T} \).

**Proof.** Stability (A1) and reduction (A2) follow as above — some details can be found in the proof of [91, Theorem 4.1]. Efficiency (4.6) is contained in [53, 91]. The recent work [91] presents discrete reliability (A4) [91, Theorem 5.1] and quasi-orthogonality in the form

\[
\| \Sigma(\mathcal{T}) - \Sigma(\mathcal{T}) \|_{L^2(\Omega)}^2 \leq \| \Sigma - \Sigma(\mathcal{T}) \|_{L^2(\Omega)}^2 - \| \Sigma(\mathcal{T}) \|_{L^2(\Omega)}^2 + C \| u - U(\mathcal{T}) \|_{L^2(\Omega)} \text{osc}(\mathcal{T} \setminus \mathcal{T}, f)
\]

for some generic constant \( C \approx 1 [91, \text{Theorem 4.2}] \). The proof is based on a discrete Helmholtz decomposition and an equivalence result of the pseudostress method with the nonconforming FEM of the previous subsection and so restricted to \( d = 2 \). The rearrangements as in Section 5.3 with \( \mu(\mathcal{T}) := \text{osc}(\mathcal{T}; f) \) result in (B3a) for any \( 0 < \varepsilon \ll 1 \) with \( C_1 := C^2/((\varepsilon \ll 1 - 2^{-1/4})^4) \) and \( C_2 = 1 \) in (B3b). \( \Box \)

**Consequence 6.6.** The adaptive algorithm leads to convergence with quasi-optimal rate for the estimator \( \eta(\cdot) \) in the sense of Theorem 4.1 and Theorem 4.5.

Numerical examples that underline the above result can be found in [53].
6.4. Lowest-order nonconforming FEM for linear elasticity

The Navier Lamé equations form the simplest model problem in solid mechanics with isotropic homogeneous positive material and the Lamé parameters $\lambda$ and $\mu$. Given a polyhedral Lipschitz domain $\Omega \subset \mathbb{R}^d$ and $f \in L^2(\Omega; \mathbb{R}^d)$, the displacement field $u \in X := H^1_0(\Omega; \mathbb{R}^d)$ satisfies

$$-\mu \Delta u - (\lambda + \mu) \nabla \text{div} u = f \text{ in } \Omega. \quad (6.12)$$

The existence and uniqueness of weak solutions with the bilinear form $b(\cdot, \cdot)$ and the linear form $F(\cdot)$ and the conforming and nonconforming discretisation is included in the textbooks [48, 49]. The weak form of (6.12) reads

$$b(u, v) := \int_{\Omega} (\mu Dv : Du + (\lambda + \mu)(\text{div} u)(\text{div} v)) \, dx.$$  

Given a regular triangulation $T \in \mathcal{T}$, let $X(T) := C^R_0(T)^d$ denote the nonconforming Crouzeix-Raviart space from Section 5.2 and let $d(T; \cdot, \cdot)$ be defined as in Section 5.2. There exists a unique discrete solution $U(T) \in X(T)$ such that

$$b(T; U(T), V) = \int_{\Omega} f \cdot V \, dx \quad \text{for all } V \in X(T), \quad (6.13)$$

where

$$b(T; U(T), V) := \sum_{T \in \mathcal{T}} \int_T (\mu DU(T) : DV + (\lambda + \mu)(\text{div} U(T))(\text{div} V)) \, dx.$$  

The error estimator reads (5.11) as in Section 5.2 with the little difference that $V$ and $f$ are no longer scalar but $d$-dimensional.

**Proposition 6.7.** The nonconforming discretization (6.13) of the Navier-Lame equations (6.12) on the simply connected domain $\Omega$ in 2D with residual error estimator (5.11) satisfies stability (A1), reduction (A2) with $\rho_{\text{red}} = 2^{-1/d}$, general quasi-orthogonality (A3), discrete reliability (A4) with $R(T, \hat{T}) = T \setminus \hat{T}$ and efficiency (4.6) with $\text{hot}(T) := \text{osc}(T; f)$ from Section 5.1 and hence $\|\text{osc}(\cdot)\|_{A_1/d} < \infty$. The constants $C_{\text{stab}}, C_{\text{red}}, C_{\text{drel}}, C_{\text{eff}} > 0$ depend only on $T$ and constraints on $\mu$, but do not depend on $\lambda$.

**Proof.** Stability (A1) and reduction (A2), Efficiency (4.6) plus the discrete reliability (A4) and the quasi-orthogonality follow as in Section 5.2. The novel aspect is that all the generic constants are independent of $\lambda$ which follows with an application of the tr-dev-div lemma [8, 28]. A discrete Helmholtz decomposition in [28] leads to discrete reliability and so restricts the assertion to simply connected domains $\Omega$ for $d = 2$.

**Consequence 6.8.** The adaptive algorithm leads to robust convergence with quasi-optimal rate in the sense of Theorem 4.1 and Theorem 4.5. All constants are independent of $\lambda$.

Numerical examples that underline the above result and provide a comparison to conforming finite element simulations can be found in [28].

7. Incorporation of an Inexact Solver Algorithm

Any evaluation of the solver $U(\cdot)$ depends on the solution of some linear or nonlinear system of equations and may be polluted by computational errors. This contradicts the verification of the axioms (A1)–(A4) in Section 5–6 for the exact evaluation of the solver $U(\cdot)$. This section is devoted to the incorporation of this additional error into the optimality analysis.
7.1. Discrete problem

In contrast to the previous sections, we do not assume that the discrete approximation \( U(\mathcal{T}) \) is computed exactly by the numerical solver. Instead, given some \( 0 < \vartheta < \infty \), we assume that we can compute another discrete approximation \( \tilde{U}(\mathcal{T}) \in \mathcal{X}(\mathcal{T}) \) such that

\[
\| \mathbf{d}[\mathcal{T}; U(\mathcal{T}), \tilde{U}(\mathcal{T})] \| \leq \vartheta \eta(\mathcal{T}; \tilde{U}(\mathcal{T})). \tag{7.1}
\]

Here, we assume that the error introduced by the inexact solve is controlled by the corresponding error estimator. A similar criterion is found in [92, Section 2]. Since \( \vartheta = 0 \) in (7.1) implies \( U(\mathcal{T}) = \tilde{U}(\mathcal{T}) \), the results of this section generalize those of Section 2–4.

7.2. Residual control of approximation error

This section illustrates the condition (7.1) in the context of an iterative solver. Suppose \( \mathbf{d}[\mathcal{T}; v, w] = \| v - w \|_{\mathcal{X}(\mathcal{T})} \) stems from a quasi-norm on \( \mathcal{X} + \mathcal{X}(\mathcal{T}) \) and let \( \mathcal{Y}(\mathcal{T}) \) be a suitable normed test space. Suppose that \( B(\mathcal{T}; \cdot, \cdot) : \mathcal{X}(\mathcal{T}) \times \mathcal{Y}(\mathcal{T}) \rightarrow \mathbb{R} \) is linear in the second component in \( \mathcal{Y}(\mathcal{T}) \). Given any linear function \( F(\mathcal{T}; \cdot) \), suppose that \( \tilde{U}(\mathcal{T}) \) solves the variational equality

\[
B(\mathcal{T}; U(\mathcal{T}), V) = F(\mathcal{T}; V) \quad \text{for all } V \in \mathcal{Y}(\mathcal{T}). \tag{7.2}
\]

An iterative solver terminates after a finite computation and so specifies an inexact solver

\[
\tilde{U}(\cdot) : \mathcal{T} \rightarrow \mathcal{X}(\cdot).
\]

Given an accuracy \( \varepsilon > 0 \), common iterative solvers allow to monitor the discrete residual

\[
\| F(\mathcal{T}; \cdot) - B(\mathcal{T}; \tilde{U}(\mathcal{T}), \cdot) \|_{\mathcal{Y}(\mathcal{T})^*} \leq \varepsilon \tag{7.3}
\]

in terms of the dual norm \( \| \cdot \|_{\mathcal{Y}(\mathcal{T})^*} := \sup_{V \in \mathcal{Y}(\mathcal{T}) \setminus \{0\}} \langle \cdot, V \rangle /\|V\|_{\mathcal{Y}(\mathcal{T})} \). Suppose that \( B(\mathcal{T}; \cdot, \cdot) \) satisfies a uniform LBB condition in the sense that

\[
\| V \|_{\mathcal{X}(\mathcal{T})} \leq C_{LBB} \| B(\mathcal{T}; V, \cdot) \|_{\mathcal{Y}(\mathcal{T})^*} \quad \text{for all } V \in \mathcal{X}(\mathcal{T}) \tag{7.4}
\]

with some universal constant \( C_{LBB} > 0 \). Then, the estimate (7.3) guarantees

\[
\mathbf{d}[\mathcal{T}; U(\mathcal{T}), \tilde{U}(\mathcal{T})] \leq C_{LBB} \varepsilon.
\]

Altogether, the termination with \( \varepsilon := C_{LBB}^{-1} \vartheta \eta(\mathcal{T}; \tilde{U}(\mathcal{T})) \) guarantees (7.1).

In particular, the above assumptions are met for the uniformly elliptic problems of Section 3.6 as well as for the strongly monotone operators of Section 10.

7.3. Adaptive algorithm for an inexact solver

The only difference between the following adaptive algorithm and Algorithm 2.2 of Section 2 is that the inexact solve computes the discrete approximations in Step (i).

**Algorithm 7.1.** **Input:** Initial triangulation \( \mathcal{T}_0 \), parameters \( 0 < \vartheta, \vartheta < 1 \).

**Loop:** For \( \ell = 0, 1, 2, \ldots \) do (i) – (iii)

(i) Compute approximate discrete approximation \( \tilde{U}(\mathcal{T}_\ell) \in \mathcal{X}(\mathcal{T}) \) as well as the corresponding error estimator \( \eta(\mathcal{T}_\ell; \tilde{U}(\mathcal{T}_\ell)) \) which satisfy (7.1).

(ii) Determine set \( \mathcal{M}_\ell \subseteq \mathcal{T}_\ell \) of (almost) minimal cardinality such that

\[
\vartheta \eta(\mathcal{T}_\ell; \tilde{U}(\mathcal{T}_\ell))^2 \leq \sum_{T \in \mathcal{M}_\ell} \eta_T(\mathcal{T}_\ell; \tilde{U}(\mathcal{T}_\ell))^2. \tag{7.5}
\]

(iii) Refine (at least) the marked elements \( T \in \mathcal{M}_\ell \) to design new triangulation \( \mathcal{T}_{\ell+1} \).

**Output:** Approximate solutions \( \tilde{U}(\mathcal{T}_\ell) \) and error estimators \( \eta(\mathcal{T}_\ell; \tilde{U}(\mathcal{T}_\ell)) \) for all \( \ell \in \mathbb{N} \).
7.4. Optimal convergence rates

The following is the main result of this section.

**Theorem 7.2.** Suppose stability (A1), reduction (A2), and general quasi-orthogonality (A3). Then, Algorithm 7.1 guarantees (i)–(ii).

(i) Discrete reliability (A4) or reliability (3.7) and 0 ≤ δ2C2stab < θ imply R-linear convergence of the estimator in the sense that there exists 0 < ρconv < 1 and Cconv > 0 such that

\[ η(T_{i+\ell}; \tilde{U}(T_{i+\ell})) ≤ C_{conv} \rho_{conv}^\ell η(T_0; \tilde{U}(T_0)) \text{ for all } j, ℓ \in \mathbb{N}_0. \]  

(7.6)

In particular,

\[ \bar{C}_{rel}^{-1} d(T_0; u, \tilde{U}(T_0)) ≤ η(T_0; \tilde{U}(T_0)) ≤ C_{conv}^1 \rho_{conv}^1 η(T_0; \tilde{U}(T_0)) \text{ for all } ℓ \in \mathbb{N}_0. \]  

(7.7)

(ii) Discrete reliability (A4) together with 0 < θ < θ∗ := (1 + C2stabC2drel)−1 and

\[ 0 < \theta < \sup_{\delta > 0} \frac{(1 - \delta C_{stab})^2\theta_* - (1 + \delta^{-1})\delta^2 C_{stab}^2}{(1 + \delta)} \]  

(7.8)

imply quasi-optimal convergence of the estimator in the sense of

\[ c_{opt}\|\eta(\cdot), U(\cdot)\|_{B_*} ≤ \sup_{\ell \in \mathbb{N}_0} \frac{η(T_{i}; \tilde{U}(T_i))}{(|T_i| - |T_0| + 1)^{-\delta}} ≤ C_{opt}\|\eta(\cdot), U(\cdot)\|_{B_*} \]  

(7.9)

for all s > 0.

The constants Cconv, ρconv > 0 depend only on Cstab, ρred, Cred, Cqo(εqo) > 0 as well as on θ and δ. Furthermore, the constant Copt > 0 depends only on Cmin, Cref, Cmesh, Cstab, Cdrel, Cred, Cson, Cqo(εqo), ρred > 0 as well as on θ, δ and s, while Copt > 0 depends only on θ, Cstab, and Cson.

The proof of Theorem 7.2 is the overall subject of this section and found below. The following theorem transfers the results of Theorem 4.5 to inexact solve U(·).

**Theorem 7.3.** Suppose (A1)–(A4) as well as efficiency (4.6) and quasi-monotonicity of error and oscillations (4.13). Then, (7.8) implies quasi-optimal convergence of the error

\[ c_{opt} C_{ic}^{-1}\|\tilde{u}(\cdot), U(\cdot)\|_{\mathcal{L}_s} ≤ \sup_{\ell \in \mathbb{N}_0} \frac{d(T_0; T_0)}{(|T_0| - |T_0| + 1)^{-\delta}} + \|osc(\cdot)\|_{\mathcal{D}_s}, \]  

(7.10)

for all s > 0. The constants c_{opt}, C_{opt} > 0 are defined in Theorem 7.2. The constant C_{ic} > 0 depends only on θ, Cstab, Cref, Ceff, C_{apx}.

The proof of Theorem 7.2 first establishes that the Dörfler marking (7.5) for η(T; U(T)) implies the Dörfler marking (2.5) for η(T; U(T)) with a different parameter 0 < \bar{\theta} < 1 and vice versa.

**Lemma 7.4.** Suppose that η(·) satisfies stability (A1). Then, any T ∈ Τ and 0 < θ₁, θ₂, \bar{\theta} < 1 satisfy (i)–(iii).

(i) (1 - \vartheta C_{stab})η(T; \tilde{U}(T)) ≤ η(T; U(T)) ≤ (1 + \vartheta C_{stab})η(T; \tilde{U}(T)).

(ii) Assume that θ₂ = \theta satisfies (7.8) with θ₁ = θ∗. If M ⊆ Τ satisfies

\[ θ₁\eta(T; U(T))² ≤ \sum_{T ∈ M} η_T(T; U(T))², \]  

(7.11)

then it follows

\[ θ₂\eta(T; \tilde{U}(T))² ≤ \sum_{T ∈ M} η_T(T; \tilde{U}(T))². \]  

(7.12)
(iii) Provided that $\vartheta^2 C_{stab}^2 < \theta_2$, there exists $0 < \theta_0 < \theta_2$ which depends only on $\theta_2$, $\vartheta$, and $C_{stab}$, such that $0 < \theta_1 \leq \theta_0$ guarantees that (7.12) implies (7.11).

Proof of (i). Stability (A1) and the definition of $\tilde{U}(T)$ in (7.1) show

$$\eta(T; U(T)) \leq \eta(T; \tilde{U}(T)) + C_{stab} d[T; \tilde{U}(T), U(T)]$$

$$\leq (1 + \vartheta C_{stab}) \eta(T; \tilde{U}(T)).$$

Analogously, one derives

$$\eta(T; \tilde{U}(T)) \leq \eta(T; U(T)) + C_{stab} d[T; \tilde{U}(T), U(T)]$$

$$\leq \eta(T; U(T)) + \vartheta C_{stab} \eta(T; \tilde{U}(T)).$$

This implies (i). $\square$

Proof of (ii). Suppose that (7.11) holds. With (i), stability (A1) as well as (7.1) and the Young inequality, it follows, for each $\delta > 0$, that

$$(1 - \vartheta C_{stab})^2 \theta_1 \eta(T; \tilde{U}(T))^2 \leq \theta_1 \eta(T; U(T))^2 \leq \sum_{T \in M} \eta(T; U(T))^2$$

$$\leq (1 + \delta) \sum_{T \in M} \eta(T; \tilde{U}(T))^2 + (1 + \delta^{-1}) \vartheta^2 C_{stab}^2 \eta(T; \tilde{U}(T))^2.$$}

The absorption of the last term proves (7.12) for all

$$0 < \theta_2 \leq \sup_{\delta > 0} \frac{(1 - \vartheta C_{stab})^2 \theta_1 - (1 + \delta^{-1}) \vartheta^2 C_{stab}^2}{(1 + \delta)}.$$  \hspace{1cm} (7.13)

Therefore, assumption (7.8) with $\theta = \theta_2$ and $\theta_s = \theta_1$ implies (7.12). $\square$

Proof of (iii). Suppose that (7.12) holds. The aforementioned arguments show, for each $\delta > 0$, that

$$\theta_2 \eta(T; \tilde{U}(T))^2 \leq \sum_{T \in M} \eta(T; \tilde{U}(T))^2$$

$$\leq (1 + \delta) \sum_{T \in M} \eta(T; U(T))^2 + (1 + \delta^{-1}) \vartheta^2 C_{stab}^2 \eta(T; \tilde{U}(T))^2.$$ This implies

$$\left( \theta_2 - (1 + \delta^{-1}) \vartheta^2 C_{stab}^2 \right) \eta(T; \tilde{U}(T))^2 \leq (1 + \delta) \sum_{T \in M} \eta(T; U(T))^2.$$ The combination with (i) and

$$0 < \theta_1 \leq \sup_{\delta > 0} \frac{\theta_2 - (1 + \delta^{-1}) \vartheta^2 C_{stab}^2}{(1 + \delta)(1 + \vartheta C_{stab})^2} =: \theta_0 < \theta_2$$  \hspace{1cm} (7.14) establishes (7.11). This concludes the proof. $\square$

Proof of Theorem 7.3. Proposition 4.6, (7.9), and the equivalence from Lemma 7.4 (i) lead to

$$(1 + \vartheta C_{stab})^{-1} C_{opt}^{-1} C_{rel}^{-1} \|(u, U(\cdot))\|_{\Lambda_s} \leq \sup_{T \in \mathbb{N}_0} \eta(T; U(T))$$

$$\leq \frac{\eta(T; U(T))}{(|T_s| - |T_0| + 1)^{-s}}$$

$$\leq (1 - \vartheta C_{stab})^{-1} C_{opt} C_{apx}(\|(u, U(\cdot))\|_{\Lambda_s} + \|osc(\cdot)\|_{\Lambda_s}).$$
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The arguments of the proof of Theorem 4.5 imply

\[
(1 + \vartheta C_{\text{stab}})^{-1} C_{\text{opt}}^{-1} C_{\text{rel}}^{-1} \|(u, U(\cdot))\|_{\mathcal{A}, s} \leq \sup_{T \in \mathcal{M}_1} \frac{\|d[T; u, U(T)]\|}{|T| - |T_0| + 1 - s} + \|\text{osc}(\cdot)\|_{\mathcal{O}, s}
\]

(7.15)

\[
\leq ((1 - \vartheta C_{\text{stab}})^{-1} C_{\text{opt}} C_{\text{rel}} C_{\text{apx}} + 1)(\|(u, U(\cdot))\|_{\mathcal{A}, s} + \|\text{osc}(\cdot)\|_{\mathcal{O}, s}).
\]

The arguments of (7.16) together with (A1), efficiency (4.6), and (7.1) yield

\[
d[T; u, U(T)] \lesssim d[T; u, \tilde{U}(T)] + d[T; U(T), \tilde{U}(T)]
\]

\[
\lesssim d[T; u, \tilde{U}(T)] + \vartheta \eta(T; \tilde{U}(T))
\]

\[
\lesssim d[T; u, \tilde{U}(T)] + \vartheta \|\text{osc}(T; U(T))\| + \vartheta \|\text{osc}(T; U(T))\|
\]

\[
\lesssim (1 + \vartheta) d[T; u, \tilde{U}(T)] + \vartheta \|\text{osc}(T; U(T))\|.
\]

For some sufficiently small \(\vartheta\), it follows

\[
d[T; u, U(T)] \lesssim d[T; u, \tilde{U}(T)] + \|\text{osc}(T; U(T))\|.
\]

The converse estimate follows analogously

\[
d[T; u, \tilde{U}(T)] \lesssim d[T; u, U(T)] + \vartheta \eta(T; U(T)) \lesssim d[T; u, U(T)] + \|\text{osc}(T; U(T))\|.
\]

This leads to the equivalence

\[
d[T; u, U(T)] + \|\text{osc}(T; U(T))\| \simeq d[T; u, \tilde{U}(T)] + \|\text{osc}(T; U(T))\|.
\]

The combination with (7.15) concludes the proof.

\[\square\]

Proof of Theorem 7.2 (i). With \(\vartheta^2 C_{\text{stab}}^2 < \theta\) and \(\theta_2 = \theta\), Lemma 7.4 (iii) shows that the Dörfler marking (2.5) holds for some \(0 < \tilde{\vartheta} < 1\) in the sense of

\[
\tilde{\vartheta} \eta(T; U(T))^2 \leq \sum_{T \in \mathcal{M}_1} \eta(T; U(T))^2.
\]

Proposition 4.10 provides \(R\)-linear convergence (4.24) of \(\eta(T; U(T))\). This and Lemma 7.4 (i) imply \(R\)-linear convergence of \(\eta(T; \tilde{U}(T))\) and hence (7.6). The reliability (3.7), assumption (7.1), and Lemma 7.4 (i) lead to

\[
C_{\Delta}^{-1} d[T; u, \tilde{U}(T)] \leq d[T; u, U(T)] + d[T; U(T), \tilde{U}(T)]
\]

\[
\leq C_{\text{rel}} \eta(T; U(T)) + \vartheta \eta(T; \tilde{U}(T))
\]

\[
\leq (C_{\text{rel}} (1 + \vartheta C_{\text{stab}}) + \vartheta) \eta(T; \tilde{U}(T)),
\]

i.e. reliability of \(\eta(T; \tilde{U}(T))\) with \(C_{\text{rel}} := C_{\Delta}(C_{\text{rel}} (1 + \vartheta C_{\text{stab}}) + \vartheta)\). This, \(T = T_l\) in the estimate above, and (7.6) conclude the proof of (7.7).

\[\square\]

The following lemma asserts, in particular, that the approximation class \(\mathbb{B}_s\) from (4.2) is a suitable approximation class for the inexact problem (7.1).

Lemma 7.5. Provided \(\vartheta C_{\text{stab}} < 1\) and \(s > 0\), it holds

\[
(1 - \vartheta C_{\text{stab}}) \|(\eta(\cdot), \tilde{U}(\cdot))\|_{\mathbb{B}_s} \leq \|(\eta(\cdot), U(\cdot))\|_{\mathbb{B}_s} \leq (1 + \vartheta C_{\text{stab}}) \|(\eta(\cdot), \tilde{U}(\cdot))\|_{\mathbb{B}_s}.
\]

(7.17)

Proof. The statement follows immediately from Lemma 7.4 (i).

\[\square\]
Proof of Theorem 7.2 (ii). According to (7.8), there exists $0 < \theta_0 < \theta_*$ such that

$$0 < \theta < \sup_{\delta > 0} \frac{(1 - \vartheta C_{\text{stab}})^2 \theta_0 - (1 + \delta^{-1}) \vartheta^2 C_{\text{stab}}^2}{(1 + \delta)}.$$ (7.18)

Given $\theta_0$, Proposition 4.12 (ii) provides an appropriate $0 < \kappa_0 < 1$ and allows for Lemma 4.14. For $\| (\eta(\cdot), U(\cdot)) \|_{B_\kappa} < \infty$ and $T_\ell \in \mathcal{T}$, this guarantees the existence of a certain refinement $\mathcal{T} \in \mathcal{T}$ with

$$\eta(\mathcal{T}; U(\mathcal{T}))^2 \leq \kappa_0 \eta(\mathcal{T}_\ell, U(\mathcal{T}_\ell))^2 \quad \text{and} \quad |\mathcal{T} - |T_\ell| \leq 2\| (\eta(\cdot), U(\cdot)) \|_{B_\kappa}^{1/s} \eta(\mathcal{T}_\ell, U(\mathcal{T}_\ell))^{-1/s},$$

for some set $\mathcal{R}(\mathcal{T}_\ell, \mathcal{T}) \supseteq \mathcal{T}_\ell \setminus \mathcal{T}$ from Proposition 4.12, which satisfies

$$|\mathcal{R}(\mathcal{T}_\ell, \mathcal{T})| \leq C_0 \| (\eta(\cdot), U(\cdot)) \|_{B_\kappa}^{1/s} \eta(\mathcal{T}_\ell, U(\mathcal{T}_\ell))^{-1/s},$$

as well as the Dörfler marking (2.5) for $\theta_0$ and $\eta(\cdot; U(\cdot))$. With (7.18), Lemma 7.4 (ii) yields that $\mathcal{R}(\mathcal{T}_\ell, \mathcal{T})$ satisfies the Dörfler marking (7.5)

$$\theta \eta(\mathcal{T}_\ell; U(\mathcal{T}_\ell))^2 \leq \sum_{T \in \mathcal{R}(\mathcal{T}_\ell, \mathcal{T})} \eta_T(\mathcal{T}_\ell; U(\mathcal{T}_\ell))^2.$$

The (almost) minimal cardinality of $\mathcal{M}_\ell$ in Algorithm 7.1 results in

$$|\mathcal{M}_\ell| \lesssim |\mathcal{R}(\mathcal{T}_\ell, \mathcal{T})| \lesssim \| (\eta(\cdot), U(\cdot)) \|_{B_\kappa}^{1/s} \eta(\mathcal{T}_\ell, U(\mathcal{T}_\ell))^{-1/s} \quad \text{for all } \ell \in \mathbb{N}.$$

According to Theorem 7.2 (i), $\eta(\mathcal{T}_\ell; U(\mathcal{T}_\ell))$ is $R$-linear convergent. The arguments of the proof of Proposition 4.15 show

$$\eta(\mathcal{T}_\ell; U(\mathcal{T}_\ell))(|T_\ell| - |T_0| + 1)^s \lesssim \| (\eta(\cdot), U(\cdot)) \|_{B_\kappa} \quad \text{for all } \ell \in \mathbb{N}.$$

Hence $\eta(\mathcal{T}_\ell; U(\mathcal{T}_\ell))$ decays with the optimal algebraic rate. The equivalence $\eta(\mathcal{T}_\ell; U(\mathcal{T}_\ell)) \simeq \eta(\mathcal{T}_\ell; \mathcal{U}(\mathcal{T}_\ell))$ from Lemma 7.4 (i) proves the upper bound in (7.9). The lower bound follows as in the proof of Theorem 4.1 (ii) by use of Lemma 7.4 (i). 

\[\square\]

8. Equivalent Error Estimators

Some error estimators $\varphi(\cdot)$ do not immediately match the abstract framework of Section 3, but are (locally) equivalent to other estimators $\eta(\cdot)$ that do. Moreover, the local contributions of an error estimator may rather be associated with facets and/or nodes than with elements. This section shows quasi-optimal convergence rates for an estimator $\varphi(\cdot)$ if Dörfler marking with $\varphi(\cdot)$ is equivalent to Dörfler marking with some mesh-width based error estimator $\eta(\cdot)$ that satisfies the axioms of Section 3. Moreover, the discrete reliability axiom (A4) is generalized to allow for strong non-linear problems like the $p$-Laplace. This generalizes [16, 54].

Affirmative examples and applications are found in Section 9 and Section 10 below.

8.1. Additional assumptions on mesh-refinement

The following assumptions are satisfied for all mesh-refinement strategies of Section 2.4. The element domains $T \in \mathcal{T}$ are compact subsets of $\mathbb{R}^d$ with positive $d$-dimensional measure $|T| > 0$ for a fixed $d \leq D$. The meshes $\mathcal{T} \subset \mathcal{M}$ are uniformly $\gamma$-shape regular in the sense of (2.11) and each refined element domain $T \in \mathcal{T} \setminus \mathcal{T}$ is the union of its successors, i.e., $T = \bigcup \{ \hat{T} \in \mathcal{T} : \hat{T} \subset T \}$. Moreover, two different successors $\hat{T}, \hat{T}' \in \mathcal{T}$ of $T \in \mathcal{T}$ are essentially disjoint in the sense that $\hat{T} \cap \hat{T}'$ has measure zero. Finally, for each $T \in \mathcal{T}$, let $h(T) \in \mathcal{P}_0(T)$ denote the piecewise constant mesh-size function defined by $h(T)|_T = |T|^{1/d}$ as
The strategies from Section 2.4 imply (8.1) with \( \rho_{\text{refine}} = 1/2 \).

Additional notation is required throughout this section. The \( k \)-patch \( \omega^{k}(T; S) \subseteq T \) of a subset \( S \subseteq T \subseteq T \) is successively defined by

\[
\omega(T; S) := \omega^{1}(T; S) := \{ T \in T : \text{exists } T' \in S \text{ such that } T' \cap T \neq \emptyset \} \quad \text{and}
\omega^{k}(T; S) := \omega^{k-1}(T; \omega^{k-1}(T; S)) \quad \text{for } k = 2, 3, \ldots
\]

To abbreviate notation, set \( \omega^{k}(T; T) := \omega^{k}(T; \{ T \}) \). The \( \gamma \)-shape regularity, implies

\[
|\omega^{k}(T; S)| \leq C_{\gamma}|S| \quad \text{for all } S \subseteq T \subseteq T
\]

with some constant \( C_{\gamma} \), which depends only on \( T \) and \( k \in \mathbb{N} \).

### 8.2. Assumptions on abstract index set

For each mesh \( T \in T \), let \( \mathcal{I}(T) \) denote an index set. For each index \( \tau \in \mathcal{I}(T) \), let \( \mathcal{T}(\tau) \subseteq T \) be a nonempty subset of associated elements. Recall the counting measure \( | \cdot | \) for finite sets and suppose uniform boundedness

\[
|\mathcal{T}(\tau)| \leq C_{8} \quad \text{for all } \tau \in \mathcal{I}(T)
\]

with a universal constant \( C_{8} \geq 1 \). For each subset \( \Sigma \subseteq \mathcal{I}(T) \) of indices, abbreviate \( \mathcal{T}(\Sigma) := \bigcup_{\tau \in \Sigma} \mathcal{T}(\tau) \) and, with a universal constant \( C_{9} \geq 1 \), assume that

\[
|\{ \tau \in \mathcal{I}(T) : \mathcal{T}(\tau) \cap S \neq \emptyset \}| \leq C_{9}|S| \quad \text{for all } S \subseteq T.
\]

In typical applications, the local contributions of \( \rho(\cdot) \) are associated with the element domains \( T \in T \), the facets \( E \in \mathcal{E}(T) \) of \( T \), and/or the nodes \( z \in \mathcal{K}(T) \) of \( T \), i.e. it holds \( \mathcal{I}(T) \subseteq T \cup \mathcal{E}(T) \cup \mathcal{K}(T) \). In those cases, \( \mathcal{T}(\tau) \) usually is either the whole corresponding patch or just one (arbitrary) element of the patch and \( C_{8}, C_{9} > 0 \) depend only on \( \gamma \)-shape regularity and hence only on \( T \).

### 8.3. Adaptive algorithm

For each \( T \in T \) and \( \tau \in \mathcal{I}(T) \), let \( \rho(\cdot) : \mathcal{X}(T) \to [0, \infty) \) denote a function on the discrete space \( \mathcal{X}(T) \) with the corresponding error estimator

\[
\rho(T, V)^{2} := \sum_{\tau \in \mathcal{I}(T)} \rho(\tau, T, V)^{2} \quad \text{for all } T \in T \text{ and } V \in \mathcal{X}(T).
\]

The difference between Algorithm 8.1 below and Algorithm 2.2 of Section 2 is that instead of \( \eta(\cdot) \), \( \rho(\cdot) \) marks indices \( \mathcal{I}(T_{\ell}) \) for refinement in Step (iii). The refinement step (iv) refines the element domains \( T(M_{\ell}) \) associated with the marked indices.

**Algorithm 8.1.** **Input:** Initial triangulation \( T_{0} \) and \( 0 < \theta < 1 \).

**Loop:** for \( \ell = 0, 1, 2, \ldots \) do (i) – (iv)

(i) Compute discrete approximation \( U(T_{\ell}) \).

(ii) Compute refinement indicators \( \rho(\cdot) : \mathcal{X}(T_{\ell}) \to [0, \infty) \) for all \( \tau \in \mathcal{I}(T_{\ell}) \).

(iii) Determine set \( M_{\ell} \subseteq \mathcal{I}(T_{\ell}) \) of (almost) minimal cardinality such that

\[
\theta \rho(T_{\ell}; U(T_{\ell}))^{2} \leq \sum_{\tau \in M_{\ell}} \rho(\tau, T_{\ell}; U(T_{\ell}))^{2}.
\]

(iv) Refine (at least) the element domains \( T \in T(M_{\ell}) \) corresponding to marked indices, to design new triangulation \( T_{\ell+1} \).

**Output:** Discrete approximations \( U(T_{\ell}) \) and error estimators \( \rho(T_{\ell}; U(T_{\ell})) \) for all \( \ell \in \mathbb{N} \).
8.4. Assumptions on equivalent mesh-width weighted error estimator

Let $\eta(\cdot)$ be a given error estimator of the form

$$\eta_T(T; V)^2 = \eta_T(T, \hat{h}(T); V)^2 \quad \text{for all } T \in \mathcal{T}$$

with some local mesh-width function $\hat{h}(T) \in L^\infty(\bigcup \mathcal{T})$, either $\hat{h}(T) = h(T)$ or $\hat{h}(T) = h(T, k)$ with the equivalent mesh-width function $h(T, k)$ from Section 8.7 below.

Suppose that $g(\cdot)$ and $\eta(\cdot)$ are globally equivalent in the sense that, with a universal constant $C_{10} > 0$,

$$C_{10}^{-1} \eta(T, h(T); U(T))^2 \leq g(T; U(T))^2 \leq C_{10} \eta(T, h(T); U(T))^2 \quad \text{for all } T \in \mathcal{T}. \quad (8.8)$$

Suppose that Dörfler marking for $\eta(\cdot)$ and $g(\cdot)$ is equivalent in the sense that there exist constants $k \in \mathbb{N}$ and $C_{11} \geq 1$ such that for all $T \in \mathcal{T}$ the following conditions (i)–(ii) hold:

(i) If $\mathcal{M} \subseteq \mathcal{I}(\mathcal{T})$ and $0 < \theta < 1$ satisfy the Dörfler marking criterion

$$\theta g(T; U(T))^2 \leq \sum_{T \in \mathcal{M}} \theta_T(T; U(T))^2,$$  

then, $\bar{\theta} := C_{11}^{-1} \theta$ and the $k$-patch $\hat{\mathcal{M}} := \omega_k(T; \mathcal{T}(\mathcal{M}))$ satisfy

$$\bar{\theta} \eta(T; U(T))^2 \leq \sum_{T \in \hat{\mathcal{M}}} \eta_T(T; U(T))^2. \quad (8.9b)$$

(ii) Conversely, if $\hat{\mathcal{M}} \subseteq \mathcal{T}$ satisfies the Dörfler marking criterion (8.9b) with $0 < \bar{\theta} < 1$, the set $\mathcal{M} := \{ \tau \in \mathcal{I}(\mathcal{T}) : \mathcal{T}(\tau) \subseteq \omega_k(T; \hat{\mathcal{M}}) \neq \emptyset \}$ satisfies (8.9a) with $\theta := C_{11} \bar{\theta}$.

In addition to the general assumptions of Section 2.1, suppose (B0)–(B1).

(A0) Homogeneity: There exist universal constants $0 < r_+ \leq r_- < \infty$ such that for all $T \in \mathcal{T}$, $V \in \mathcal{X}(T)$, and $\alpha \in L^\infty(T; [0, 1])$ it holds

$$||\alpha||_{L^\infty(T)} \eta_T(T, \hat{h}(T); V) \leq \eta_T(T, \alpha \hat{h}(T); V) \leq ||\alpha||_{L^\infty(T)} \eta_T(T, \hat{h}(T); V).$$

(A1) Stability: There exists a constant $\overline{C}_{\text{stab}} > 0$ such that all refinements $\tilde{T} \in \mathcal{T}$ of $T$ in $\mathcal{T}$, all functions $\tilde{V} \in \mathcal{X}(\tilde{T})$ and $V \in \mathcal{X}(T)$, as well as all $h(T) \in \mathcal{P}(\tilde{T})$ with $\hat{h}(T) \leq h(T)$ satisfy

$$\left| \left( \sum_{T \in \tilde{S}} \eta_T(T, \hat{h}(T); \tilde{V})^2 \right)^{1/2} - \left( \sum_{T \in S} \eta_T(T, \hat{h}(T); V)^2 \right)^{1/2} \right| \leq \overline{C}_{\text{stab}} d(\tilde{T}; \tilde{V}, V)$$

for all subsets $\tilde{S} \subseteq \tilde{T}$, $S \subseteq T$ with $\bigcup \tilde{S} = \bigcup S$.

Note that (B1) is slightly stronger than (A1), since it includes the case $S \subseteq T \cap \tilde{T}$ and $\hat{h}(T) = h(T)$ formulated in (A1) with $C_{\text{stab}} = \overline{C}_{\text{stab}}$. Lemma 8.8 below asserts that (B0)–(B1) imply the reduction axiom (A2). Section 9 below studies the application for the residual FEM error estimator.

Finally, the discrete reliability axiom (A4) is weakened.

(A4) Weak discrete reliability: For all refinements $\tilde{T} \in \mathcal{T}$ of a triangulation $T \in \mathcal{T}$ and all $\varepsilon > 0$, there exists a subset $\mathcal{R}(\varepsilon; T, \tilde{T}) \subseteq \mathcal{T}$ with $T \setminus \tilde{T} \subseteq \mathcal{R}(\varepsilon; T, \tilde{T})$ and $|\mathcal{R}(\varepsilon; T, \tilde{T})| \leq C_{\text{ref}}(\varepsilon) |T \setminus \tilde{T}|$ such that

$$d(\tilde{T}; U(T), U(T))^2 \leq \varepsilon \eta_T(T; U(T))^2 + C_{\text{drel}}(\varepsilon) \sum_{T \in \mathcal{R}(\varepsilon; T, \tilde{T})} \eta_T(T; U(T))^2.$$

The constants $C_{\text{ref}}(\varepsilon), C_{\text{drel}}(\varepsilon) > 0$ depend only on $\mathcal{T}$ and $\varepsilon > 0$.

**Lemma 8.2.** Discrete reliability (A4) implies weak discrete reliability with $\varepsilon = 0$ and $C_{\text{drel}}(0) = C_{\text{drel}}$. Weak discrete reliability (B4) implies reliability (3.7) with $C_{\text{rel}} = \inf_{\varepsilon > 0} (\varepsilon + C_{\Delta C_{\text{drel}}}(\varepsilon))$.

**Proof.** The first statement is obvious. The proof of the second statement follows the lines of the proof of Lemma 3.3 with obvious modifications. \qed
8.5. Locally equivalent weighted error estimator

The presentation in [16] concerns locally equivalent FEM error estimators which implies (8.8) and the equivalence (8.9). To prove this, assume that

\[
\varrho_\tau(T; U(T))^2 \leq C_{12} \sum_{T \in \omega^k(T; T(T))} \eta(T; U(T))^2, \tag{8.10a}
\]

\[
\eta(T; U(T))^2 \leq C_{12} \sum_{T \in \omega^k(T; T(T))} \varrho_\tau(T; U(T))^2, \tag{8.10b}
\]

for some fixed \(k \in \mathbb{N}\) and a universal constant \(C_{12} \geq 1\).

\textbf{Lemma 8.3.} The local equivalence (8.10) implies (8.8) with \(C_{10} = C_{12} \max\{C_8, C_9\}\). Moreover, (8.9a) implies (8.9b) with \(C_{11} = C_8 C_9 C_{12}^2\) and vice versa.

\textbf{Proof.} For all \(\Sigma \subseteq T(T)\) and \(S \subseteq T\), the local equivalence (8.10) yields

\[
\sum_{T \in \Sigma} \varrho_\tau(T; U(T))^2 \leq C_{8} C_{12} \sum_{T \in \omega^k(T; T(T))} \eta(T; U(T))^2, \tag{8.11a}
\]

\[
\sum_{T \in S} \eta(T; U(T))^2 \leq C_{8} C_{12} \sum_{T \in \omega^k(T; T(T))} \varrho_\tau(T; U(T))^2. \tag{8.11b}
\]

For \(S = T\) and \(\Sigma = T(T)\), this shows the global equivalences (8.8) with \(C_{10} = \max\{C_{8} C_{12}, C_9 C_{12}\}\). Moreover, Dörfler marking (8.9a) for \(\varrho(\cdot)\) yields

\[
\theta \eta(T, h(T); U(T))^2 \leq C_{8} C_{9} C_{12} \sum_{T \in M} \varrho_\tau(T; U(T))^2 \leq C_{8} C_{9} C_{12} \sum_{T \in M} \eta(T, h(T); U(T))^2 \leq C_{8} C_{9} C_{12}^2 \sum_{T \in \omega^k(T; T(M))} \eta(T, h(T); U(T))^2.
\]

This leads to the Dörfler marking (8.9b) with \(\tilde{\theta} = C_{8}^{-1} C_{9}^{-1} C_{12}^2 \theta\) and \(\tilde{M} = \omega^k(T; T(M))\). The converse implication follows analogously. \(\square\)

8.6. Main result

The following two theorems are the main result of this section. Note that the global equivalence (8.8) of the error estimators implies

\[
\|\eta(\cdot), U(\cdot)\|_{B_2} \subset \|\varrho(\cdot), U(\cdot)\|_{B_2}. \tag{8.12}
\]

In particular, \(R\)-linear convergence and optimal convergence rates do not depend on the particular estimator \(\eta(T, h(T); U(T))\) or \(\varrho(T; U(T))\) considered. To avoid additional constants, the main theorems are therefore formulated with respect to \(\eta(T, h(T); U(T))\), although \(\varrho(T; U(T))\) is used to drive the mesh-refinement.

\textbf{Theorem 8.4.} In addition to the assumptions of Section 8.4, suppose that \(\eta(\cdot)\) satisfies stability (A1), reduction (A2), and general quasi-orthogonality (A3). Then, Algorithm 8.1 guarantees (i)–(ii).

(i) Weak discrete reliability (B4) or reliability (3.7) imply \(R\)-linear convergence of the estimator in the sense that there exists \(0 < \rho_{\text{conv}} < 1\) and \(C_{\text{conv}} > 0\) such that

\[
\eta(T_{\ell+j}, h(T_{\ell+j}); U(T_{\ell+j}))^2 \leq C_{\text{conv}} \rho_{\text{conv}}^j \eta(T_{\ell}, h(T_{\ell}); U(T_{\ell}))^2 \quad \text{for all } j, \ell \in \mathbb{N}. \tag{8.13}
\]

In particular, this yields

\[
C_{\text{rel}}^{-1} d[T_{\ell}; u, U(T_{\ell})] \leq \eta(T_{\ell}, h(T_{\ell}); U(T_{\ell})) \leq C_{\text{conv}}^{1/2} \rho_{\text{conv}}^{1/2} \eta(T_0, h(T_0); U(T_0)) \quad \text{for all } \ell \geq 0. \tag{8.14}
\]
(ii) Weak discrete reliability (B4) and $0 < \theta < C_{11}^{-1} \theta_*$ with
\[
\theta_* := \sup_{\varepsilon > 0} \frac{1 - C_{\text{stab}}^2 \varepsilon}{1 + C_{\text{stab}}^2 C_{\text{drel}}(\varepsilon)^2}
\] (8.15)

imply quasi-optimal convergence of the estimator in the sense that
\[
c_{\text{opt}}\| (\eta(\cdot), U(\cdot)) \| \leq \sup_{\varepsilon \in \mathbb{N}_0} \frac{\eta(T_\ell, h(T_\ell); U(T_\ell))}{(|T_\ell| - |T_0| + 1)^{-s}} \leq C_{\text{opt}}\| (\eta(\cdot), U(\cdot)) \| \quad \text{for all } s > 0.
\] (8.16)

The constants $C_{\text{conv}}, \rho_{\text{conv}} > 0$ depend only on $C_{\text{stab}}, \rho_{\text{red}}, C_{\text{red}}, C_{\text{qo}}(\varepsilon_{\text{qo}}) > 0$ as well as on $\theta$. Furthermore, the constant $C_{\text{opt}} > 0$ depends only on $C_{\text{min}}, C_{\text{ref}}, C_{\text{mesh}}, C_{\text{stab}}, C_{\text{drel}}, C_{\text{red}}, C_{\text{qo}}(\varepsilon_{\text{qo}}), \rho_{\text{red}} > 0$ as well as on $\theta$ and $s$, while $c_{\text{opt}} > 0$ depends only on $C_{\text{son}}$.

The proof of Theorem 8.4 follows in Section 8.7–8.8 below. An analogous optimality result can also be obtained for the error under the assumption that the error estimator is efficient.

**Theorem 8.5.** In addition to the assumptions of Section 8.4, suppose that $\eta(\cdot)$ satisfies (A1)–(A3), (B4) as well as efficiency (4.6) and quasi-monotonicity of oscillations and error (4.13). Then, $0 < \theta < C_{11}^{-1} \theta_*$ with $\theta_*$ from (7.8) implies quasi-optimal convergence of the error
\[
C_{\text{opt}}^{-1} C_{\text{ref}}^{-1} C_{\text{eff}}^{-1} \| (u, U(\cdot)) \| \leq \sup_{\varepsilon \in \mathbb{N}_0} \frac{d(T_\ell; u, U(T_\ell))}{(|T_\ell| - |T_0| + 1)^{-s}} + \| \text{osc}(\cdot) \|_{\Omega} 
\]
\[
\leq (C_{\text{opt}} C_{\text{ref}} C_{\text{apx}} + 1)(\| (u, U(\cdot)) \|_{\Omega} + \| \text{osc}(\cdot) \|_{\Omega})
\] (8.17)

for all $s > 0$. The constant $C_{\text{opt}} > 0$ is defined in Theorem 8.4.

**Proof.** Since the error estimator $\varrho(\cdot)$ and $\eta(\cdot)$ are equivalent, the arguments of the proof of Theorem 4.5 apply and prove the statement. \qed

This section concludes with an overview on its main arguments. In general, Dörfler marking (8.6) for $\varrho(\cdot)$ does not imply Dörfler marking (2.5) for $\eta(\cdot)$ with $T_\ell(M_\ell)$, but may be satisfied with the larger set $\omega^k(T_\ell; T_\ell(M_\ell))$ by virtue of (8.9). To ensure the estimator reduction (4.18) for $\eta(\cdot)$ and to simultaneously avoid the refinement of $T \in \omega^k(T_\ell; T_\ell(M_\ell))$ (as proposed in [16]) the analysis of this section modifies $\eta(\cdot)$ by changing the mesh-size function $h(\cdot, k)$ such that the resulting error estimator $\eta(\cdot, h(\cdot, k); \cdot)$ satisfies (4.18) although only $T_\ell(M_\ell)$ is refined. Since $\eta(\cdot)$ and $\eta(\cdot, h(\cdot, k); \cdot)$ are even $T$-elementwise equivalent, all properties transfer to $\eta(\cdot, h(\cdot, k); \cdot)$ and lead to $R$-linear convergence for $\eta(\cdot, h(\cdot, k); \cdot)$ and therefore for $\eta(\cdot)$. The optimality analysis, utilizes $\eta(\cdot)$ to obtain corresponding results for $\varrho(\cdot)$ via the global equivalence (8.8).

### 8.7. Equivalent mesh-width function

The following equivalent mesh-size function is contracted on a patch if at least one element domain of the patch is refined. Its design only requires a mesh-refinement strategy which ensures uniform $\gamma$-shape regularity. The following proposition generalizes a result from [33].

**Proposition 8.6.** Given any $k \in \mathbb{N}$, there exists a modified mesh-width function $h(\cdot, k) : T \rightarrow L^\infty(\Omega)$ which satisfies (i)–(iii).

(i) Equivalence: For all $T \in \mathbb{T}$, it holds
\[
C_{13}^{-1} h(T) \leq h(T, k) \leq h(T) \quad \text{almost everywhere in } \bigcup T.
\] (8.18)

(ii) Contraction on the $k$-patch: All refinements $\hat{T} \in \mathbb{T}$ of a triangulation $T \in \mathbb{T}$ satisfy
\[
h(\hat{T}, k)|_T \leq \rho_i h(T, k)|_T \quad \text{for all } T \in \omega^k(T; \hat{T} \setminus \hat{T}).
\] (8.19)
(iii) **Monotonicity:** All refinements $\hat{T} \in \mathcal{T}$ of a triangulation $T \in \mathcal{T}$ satisfy
\[ h(\hat{T}, k) \leq h(T, k) \text{ almost everywhere in } \bigcup T. \tag{8.20} \]

The constants $C_{13} \geq 1$ and $0 < \rho_{k} < 1$ depend only on the $\gamma$-shape regularity of the meshes in $\mathcal{T}$, on $k \in \mathbb{N}$, as well as on $\rho_{refine}$.

**Proof.** The $\gamma$-shape regularity of the meshes in $\mathcal{T}$ implies that the mesh-size ratio of the elements in the $k$-patch is uniformly bounded in the sense that
\[ C_{14}^{-1} \leq h(T)|_{T}/h(T)|_{T'} \leq C_{14} \text{ for all } T' \in \omega^k(T; T), T \in \mathcal{T}, T' \in \mathcal{T}. \tag{8.21} \]

The constant $C_{14} > 0$ depends only on the $\gamma$-shape regularity and on $k \in \mathbb{N}$. Moreover, the number of element domains in the $k$-patch is bounded with (8.2), i.e.
\[ |\omega^k(T; T)| \leq C_{7} \text{ for all } T \in \mathcal{T}, T' \in \mathcal{T}. \tag{8.22} \]

The first three steps of the proof consider a sequence of consecutive triangulations $(T_\ell)_{\ell \in \mathbb{N}} \subset \mathcal{T}$ such that $T_{\ell+1}$ is a refinement of $T_\ell$.

**Step 1** proves that an element domain $T' \in \omega^k(T_\ell; T)$ cannot be refined arbitrarily often (and still be in the $k$-patch of $T$) without refining $T \in T_\ell$ itself. Suppose that there exist consecutively refined elements
\[ T' = T'_0 \supsetneq T'_1 \supsetneq \ldots \supsetneq T'_N \quad \text{with} \quad T'_i \in \omega^k(T_{\ell+m_i}; T) \text{ for all } i = 0, \ldots, N \]
with a strictly monotone sequence $m_{i+1} > m_i > m_0 = 0, i = 0, \ldots, N-1$ (Note that, in particular $T \in T_{\ell+m_i}$ for all $i = 0, \ldots, N$). Assumption (8.1) implies $h(T_{\ell+m_N})|_{T_N} \leq \rho^N_{refine} h(T)|_{T'_0}$. The estimate (8.21) and the fact $T \in T_{\ell+m_N}$ yield
\[ h(T_\ell)|_T = h(T_{\ell+m_N})|_T \leq C_{14} h(T_{\ell+m_N})|_{T_N} \leq C_{14} \rho^N_{refine} h(T)|_{T'_0} = C_{14}^2 \rho^N_{refine} h(T_\ell)|_T. \tag{8.23} \]
This implies $N \leq N_0$ for the maximal $N_0 \in \mathbb{N}$ with $1 \leq C_{14}^2 \rho^N_{refine}$. Note that $N_0 \in \mathbb{N}$ solely depends on $C_{14}$ (and hence on $\gamma$ and $k \in \mathbb{N}$ as well as on $\rho_{refine}$), but neither on $T \in T_\ell$ nor on $T_\ell \in \mathcal{T}$.

**Step 2** provides a bound on the number of refinements which may take place in the $k$-patch of $T$ without refining $T$ itself. Suppose that
\[ \omega^k(T_{\ell+m_i}; T) \cap (T_{\ell+m_i} \setminus T_{\ell+m_i+1}) \neq \emptyset \quad \text{for } i = 1, \ldots, n_T \tag{8.24} \]
for a strictly monotone sequence $m_{i+1} > m_i > m_0 = 0, i = 1, \ldots, n_T$. This means that at least $n_T$ elements are refined in the $k$-patch of $T$ without $T$ itself being refined. Introduce counters $c(T') = 0$ for all $T' \in \omega^k(T_\ell; T)$ and apply the following algorithm.

**for** $i = 1, \ldots, n_T$ **do**

- Determine the unique ancestor $T' \in \omega^k(T_\ell; T)$ of each
  \[ T'' \in \omega^k(T_{\ell+m_i}; T) \cap \left( T_{\ell+m_i} \setminus T_{\ell+m_i+1} \right) \]
  and increment its counter $c(T') \mapsto c(T') + 1$.

The bound (8.22) and the fact that at least one counter is incremented in each iteration of the loop show that there exists at least one counter $c(T') \geq n_T/C_7$ for some $T' \in \omega^k(T_\ell; T)$. The definition of the above algorithm implies the existence of consecutively refined elements $T' = T'_0 \supsetneq T'_1 \supsetneq \ldots \supsetneq T'_{c(T')}$ with $T'_i \in \omega^k(T_{\ell+m_i}; T)$. This and Step 1 show
\[ n_T/C_7 \leq c(T') \leq N_0. \]

50
Hence $n_T \leq n_{\text{max}} := N_0 C_T$ is uniformly bounded and the bound $n_{\text{max}}$ depends only on $\gamma$-shape regularity, $\rho_{\text{refine}}$, and on $k \in \mathbb{N}$.

**Step 3** successively defines a preliminary modified mesh-width function $\tilde{h}(T_\ell, k)$ for the particular sequence $T_\ell$ of meshes. For $\ell = 0$, set $\tilde{h}(T_0, k) = h(T_0)$. For $\ell \geq 0$ and for all $T \in T_\ell$ set

$$\tilde{h}(T_{\ell+1}, k)|_T := \begin{cases} h(T_{\ell+1})|_T, & T \in T_\ell \setminus T_{\ell+1}, \\ \frac{1}{\rho_{\text{refine}}^{n_{\text{max}}}} \tilde{h}(T_\ell, k)|_T, & T \in \omega^k(T_\ell; T_\ell \setminus T_{\ell+1}) \setminus (T_\ell \setminus T_{\ell+1}), \\ \tilde{h}(T_\ell, k)|_T, & T \in T_\ell \setminus \omega^k(T_\ell; T_\ell \setminus T_{\ell+1}). \end{cases}$$

The claim (8.18) follows from

$$\rho_{\text{refine}}^{n_{\text{max}}/(n_{\text{max}}+1)} h(T_\ell)|_T \leq \tilde{h}(T_\ell, k)|_T \leq h(T_\ell)|_T \quad \text{for all } T \in T. \quad (8.25)$$

The upper bound in (8.25) follows immediately by mathematical induction on $\ell \in \mathbb{N}$. The lower bound in (8.25) follows by contradiction. Consider an element domain $T \in T_j$, $j \in \mathbb{N}$, with

$$\tilde{h}(T_j, k)|_T < \rho_{\text{refine}}^{n_{\text{max}}/(n_{\text{max}}+1)} h(T_j)|_T. \quad (8.26)$$

Let $\ell \leq j$ be an index with $\tilde{h}(T_\ell, k)|_T = h(T_\ell)|_T$. Such an index always exists. To see this, assume that the element domain $T$ is refined at some point, i.e. $T \in T_{\ell-1} \setminus T_\ell$. Then, $\tilde{h}(T_\ell, k)|_T = h(T_\ell)|_T$ by definition of $\tilde{h}$. Otherwise, assume that $T$ is never refined. Then, the definition states $\tilde{h}(T_0, k) = h(T_0)$. Hence, to obtain (8.26) there must exist at least $n_{\text{max}} + 1$ indices $\ell + m_i < j$ with (8.24). In terms of Step 2, this means $n_T \geq n_{\text{max}} + 1$. This contradiction proves (8.25).

To prove the contraction estimate (8.19) for $h(T_\ell, k)$, distinguish two cases. If $T \in T_\ell \setminus T_{\ell+1}$, then, with the lower bound in (8.25), it holds

$$\tilde{h}(T_{\ell+1}, k)|_T = h(T_{\ell+1})|_T \leq \rho_{\text{refine}}^{n_{\text{max}}/(n_{\text{max}}+1)} \tilde{h}(T_\ell, k)|_T \leq \rho_{\text{refine}}^{n_{\text{max}}/(n_{\text{max}}+1)} \tilde{h}(T_\ell, k). \quad (8.27)$$

If $T \in \omega^k(T_\ell; T_\ell \setminus T_{\ell+1}) \setminus (T_\ell \setminus T_{\ell+1})$, then, it holds

$$\tilde{h}(T_{\ell+1}, k)|_T = \rho_{\text{refine}}^{-1/(n_{\text{max}}+1)} \tilde{h}(T_\ell, k)|_T. \quad (8.28)$$

Each case leads to some contraction with constant $\rho_h = \rho_{\text{refine}}^{-1/(n_{\text{max}}+1)} \in (0, 1)$.

For $T \in T_\ell \setminus \omega^k(T_\ell; T_\ell \setminus T_{\ell+1})$, the definition shows

$$\tilde{h}(T_{\ell+1}, k)|_T = \tilde{h}(T_\ell, k)|_T.$$

This implies $\tilde{h}(T_{\ell+1}, k) \leq \tilde{h}(T_\ell, k)$ almost everywhere.

**Step 4** improves the preliminary modified mesh-width function $\tilde{h}(T_\ell, k)$ by removing the dependence on the sequence of meshes $T_0, T_1, \ldots$ which lead to $T_\ell$. So far, for $T \in T_\ell$, it holds

$$\tilde{h}(T_\ell, k)|_T = \tilde{h}(T_0, \ldots, T_\ell; k)|_T.$$

Define the set of all sequences which lead to a particular mesh $T \in \mathcal{T}$, i.e.

$$\mathcal{T}(T) := \{(T_0, \ldots, T_\ell = T) : \ell \in \mathbb{N}, T_{j+1} \text{ is a refinement of } T_j \text{ for all } j = 0, \ldots, \ell - 1\}.$$

Define $h(T, k) \in \mathcal{P}^0(T)$ by

$$h(T, k)|_T := \min_{(T_0, \ldots, T_\ell) \in \mathcal{T}(T)} \tilde{h}(T_0, \ldots, T_\ell, k)|_T \quad \text{for all } T \in T \in \mathcal{T}.$$
Note that it is valid to take the minimum in the definition above, since the set \( \mathbb{T}(T) \) is finite up to mesh repetition, i.e. \( T_{j+1} = T_j \). Equivalence (8.18) follows from the fact that all the \( h(T_0, \ldots, T_t; k) \) are equivalent with the same constants as shown in (8.25). The contraction property (8.19) can be seen for \( T \in \omega^k(T; T \setminus \tilde{T}) \)

\[
h(\tilde{T}, k)_{|T} \leq \bar{h}(T_0^*, \ldots, T_t^*, \tilde{T}, k)_{|T} \leq \rho h(T, k)_{|T},
\]

where \( (T_0^*, \ldots, T_t^* = T) \in \mathbb{T}(T) \) is chosen such that \( h(T, k)_{|T} = \bar{h}(T_0^*, \ldots, T_t^*)_{|T} \). Finally, monotonicity (8.20) follows with the same arguments that lead to (8.29) by replacing \( \rho \) with 1. This concludes the proof.

\[8.8. \text{Proof of Theorem 8.4}\]

This section transfers the convergence and quasi-optimality results for \( \eta(\cdot) \) to the locally equivalent estimator \( \bar{\theta}(\cdot) \) with the help of a third error estimator.

**Lemma 8.7.** There exists a constant \( C_{15} \geq 1 \) which depends only on \( C_{13} \) and on the constants \( r_+ \) and \( r_- \) in the homogeneity (B0), such that all \( T \in \mathbb{T} \) and all \( V \in \mathcal{X}(T) \) satisfy

\[
C_{15}^{-1} \eta_T(T, h(T); V)^2 \leq \eta_T(T, h(T, k); V)^2 \leq \eta_T(T, h(T); V)^2.
\]

In particular, the assumptions general quasi-orthogonality (A3), reliability (3.7), weak discrete reliability (B4), and efficiency (4.6) hold true for \( \eta(\cdot, h(\cdot, k); \cdot) \) if and only if their corresponding counterpart holds true for \( \eta(\cdot, h(\cdot); \cdot) \). Moreover, Dörfler marking (8.9b) for \( \eta(\cdot, h(\cdot); \cdot) \) and some set \( \tilde{\mathcal{M}} \subseteq \mathcal{T} \) and \( 0 < \bar{\theta} < 1 \) implies Dörfler marking

\[
\bar{\theta} \eta(T, h(T, k); U(T))^2 \leq \sum_{T \in \mathcal{M}} \eta_T(T, h(T, k); U(T))^2
\]

for \( \eta(\cdot, h(\cdot, k); \cdot) \) with the same set \( \tilde{\mathcal{M}} \) and \( \bar{\theta} := C_{15}^{-1} \bar{\theta} \).

**Proof.** The function \( \alpha = h(T, k)/h(T) \in \mathcal{P}(T) \) satisfies \( C_{13}^{-1} \leq \| \alpha \|_{L_\infty(\bigcup T)} \leq 1 \) because of (8.18). Therefore, homogeneity (B0) with \( \tilde{h}(T) = h(T) \) proves (8.30) with \( C_{15} = C_{13}^{-1} \). The remaining statements follow with (8.30).

**Lemma 8.8.** Algorithm 8.1 enforces for all \( \ell \geq 0 \) the estimator reduction

\[
\eta(T_{\ell+1}, h(T_{\ell+1}, k); U(T_{\ell+1}))^2 \\
\leq \rho_{\text{est}} \eta(T_{\ell}, h(T_{\ell}, k); U(T_{\ell}))^2 + C_{\text{est}} d(T_{\ell+1}; U(T_{\ell+1}), U(T_{\ell}))^2.
\]

The constants \( 0 < \rho_{\text{est}} < 1 \) and \( C_{\text{est}} > 0 \) depend only on \( C_{\text{stab}}, p_h \), as well as \( C_7, C_{11}, C_{12}, C_{15} > 0 \), and on the marking parameter \( 0 < \theta < 1 \) of the Dörfler marking (8.6) from Proposition 8.6.

**Proof.** First, the estimator is split into a contracting and a non-contracting part

\[
\eta(T_{\ell+1}, h(T_{\ell+1}, k); U(T_{\ell+1}))^2 = \sum_{T \in \omega^k(T_{\ell+1}; T_{\ell+1} \setminus T_{\ell})} \eta_T(T_{\ell+1}, h(T_{\ell+1}, k); U(T_{\ell+1}))^2
\]

\[
+ \sum_{T \in T_{\ell+1} \setminus \omega^k(T_{\ell+1}; T_{\ell+1} \setminus T_{\ell})} \eta_T(T_{\ell+1}, h(T_{\ell+1}, k); U(T_{\ell+1}))^2.
\]

In the following, stability (B1) comes into play. Note that \( \mathcal{S} = \omega^k(T_{\ell}; T_{\ell+1}) \) and \( \tilde{\mathcal{S}} = \omega^k(T_{\ell+1}; T_{\ell+1} \setminus T_{\ell}) \) satisfy \( \bigcup \mathcal{S} = \bigcup \tilde{\mathcal{S}} \). Moreover, due to (8.18), we have \( \alpha = h(T, k) \leq h(T) \) in (B1). The Young inequality
\[ \sum_{T \in \omega^k(\mathcal{T}_{\ell+1}; \mathcal{T}_{\ell+1} \setminus \mathcal{T}_{\ell})} \eta_T(\mathcal{T}_{\ell+1}, h(\mathcal{T}_{\ell+1}, k); U(\mathcal{T}_{\ell+1}))^2 \leq (1 + \delta) \sum_{T \in \omega^k(\mathcal{T}_{\epsilon}; \mathcal{T}_{\ell})} \eta_T(\mathcal{T}_{\epsilon}, h(\mathcal{T}_{\epsilon+1}, k); U(\mathcal{T}_{\ell}))^2 + (1 + \delta^{-1})C_{\text{stab}}^2 d([\mathcal{T}_{\ell+1}; U(\mathcal{T}_{\ell+1}), U(\mathcal{T}_{\ell})]^2. \]

Homogeneity (B0) with \( \alpha = h(\mathcal{T}_{\ell+1}, k)/h(\mathcal{T}_{\ell}, k) \) and \( \hat{h}(\mathcal{T}) = h(\mathcal{T}, k) \), and the contraction (8.19) yield

\[ \sum_{T \in \omega^k(\mathcal{T}_{\ell+1}; \mathcal{T}_{\ell+1} \setminus \mathcal{T}_{\ell})} \eta_T(\mathcal{T}_{\ell+1}, h(\mathcal{T}_{\ell+1}, k); U(\mathcal{T}_{\ell+1}))^2 \leq (1 + \delta)\rho_0^{2r_+} \sum_{T \in \omega^k(\mathcal{T}_{\epsilon}; \mathcal{T}_{\ell})} \eta_T(\mathcal{T}_{\epsilon}, h(\mathcal{T}_{\ell}, k); U(\mathcal{T}_{\ell}))^2 + (1 + \delta^{-1})C_{\text{stab}}^2 d([\mathcal{T}_{\ell+1}; U(\mathcal{T}_{\ell+1}), U(\mathcal{T}_{\ell})]^2. \]

The second term on the right-hand side of (8.33) is similarly estimated by use of monotonicity (8.20) instead of (8.19). This proves

\[ \sum_{T \in \mathcal{T}_{\ell+1} \setminus \omega^k(\mathcal{T}_{\ell+1}; \mathcal{T}_{\ell+1} \setminus \mathcal{T}_{\ell})} \eta_T(\mathcal{T}_{\ell+1}, h(\mathcal{T}_{\ell+1}, k); U(\mathcal{T}_{\ell+1}))^2 \leq (1 + \delta) \sum_{T \in \mathcal{T}_{\ell} \setminus \omega^k(\mathcal{T}_{\ell}; \mathcal{T}_{\ell+1})} \eta_T(\mathcal{T}_{\ell}, h(\mathcal{T}_{\ell}, k); U(\mathcal{T}_{\ell}))^2 + (1 + \delta^{-1})C_{\text{stab}}^2 d([\mathcal{T}_{\ell+1}; U(\mathcal{T}_{\ell+1}), U(\mathcal{T}_{\ell})]^2. \]

Assumption (8.9) and Lemma 8.7 imply that \( \eta(\mathcal{T}_{\ell}, h(\mathcal{T}_{\ell}, k), \cdot) \) satisfies the Dörfler marking (8.31) with \( \lambda = \omega^k(\mathcal{T}_{\ell}; \mathcal{T}_{\ell}(\mathcal{M}_{\ell})) \) and \( \theta = C_{11}^{-1}C_{15}^{-1}\). Therefore, \( \omega^k(\mathcal{T}_{\ell}; \mathcal{T}_{\ell}(\mathcal{M}_{\ell})) \subseteq \omega^k(\mathcal{T}_{\ell}; \mathcal{T}_{\ell} \setminus \mathcal{T}_{\ell+1}) \), and the sum of the last two estimates yields for \( C_{\text{est}} := 2(1 + \delta^{-1})C_{\text{stab}}^2 \)

\[ \eta(\mathcal{T}_{\ell+1}, h(\mathcal{T}_{\ell+1}, k); U(\mathcal{T}_{\ell+1}))^2 \leq (1 + \delta)\eta(\mathcal{T}_{\ell}, h(\mathcal{T}_{\ell}, k); U(\mathcal{T}_{\ell}))^2 - (1 + \delta)(1 - \rho_0^{2r_+}) \sum_{T \in \mathcal{T}_{\ell} \setminus \mathcal{T}_{\ell+1}} \eta_T(\mathcal{T}_{\ell}, h(\mathcal{T}_{\ell}, k); U(\mathcal{T}_{\ell}))^2 + C_{\text{est}} \|d([\mathcal{T}_{\ell+1}; U(\mathcal{T}_{\ell+1}), U(\mathcal{T}_{\ell})]\|^2. \]

For sufficiently small \( \delta > 0 \), this proves (8.32) with \( \rho_{\text{est}} = (1 + \delta)(1 - (1 - \rho_0^{2r_+})\theta < 1. \)

**Proof of Theorem 8.4 (i).** According to Lemma 8.7 and Lemma 8.2, \( \eta(\cdot, h(\cdot, k); \cdot) \) satisfies general quasi-orthogonality (A3) and reliability (3.7), and \( \eta(\mathcal{T}_{\ell}, h(\mathcal{T}_{\ell}, k); U(\mathcal{T}_{\ell})) \) satisfies the estimator reduction (8.32). With (4.18) replaced by (8.32), Proposition 4.10 proves R-linear convergence of \( \eta(\mathcal{T}_{\ell}, h(\mathcal{T}_{\ell}, k); U(\mathcal{T}_{\ell})) \) to zero, i.e. (4.24) holds with \( \eta(\cdot) \) replaced by \( \eta(\mathcal{T}_{\ell}, h(\mathcal{T}_{\ell}, k); U(\mathcal{T}_{\ell})) \). Since there holds \( \eta(\mathcal{T}_{\ell}, h(\mathcal{T}_{\ell}, k); U(\mathcal{T}_{\ell})) \leq \eta(\mathcal{T}_{\ell}, h(\mathcal{T}_{\ell}); U(\mathcal{T}_{\ell})) \leq \eta(\mathcal{T}_{\ell}, h(\mathcal{T}_{\ell}); U(\mathcal{T}_{\ell})) \), the reliability (3.7) concludes the proof.

The following lemma shows that the weak discrete reliability axiom (B4) guarantees the optimality of the Dörfler marking. In particular, the main results of Section 4 and Section 7 remain valid with (A4) replaced by (B4).
Lemma 8.9. Suppose that \( \eta(\cdot) \) satisfies the weak discrete reliability axiom (B4). Then, for all \( 0 < \theta_0 < \overline{\theta}_* \), with \( \overline{\theta}_* \) from (8.15) there exists some \( 0 < \kappa_0 < 1 \) and \( \varepsilon_0 > 0 \) such that for all \( 0 < \theta \leq \theta_0 \) and all refinements \( \hat{T} \in T \) of \( T \in T \), the assumption
\[
\eta(\hat{T}, h(T); U(\hat{T}))^2 \leq \kappa_0 \eta(T, h(T); U(T))^2
\]
implies
\[
\hat{\theta} \eta(T, h(T); U(T))^2 \leq \sum_{T \in \mathcal{R}(\varepsilon_0; T, \hat{T})} \eta_T(T, h(T); U(T))^2
\]
with \( \mathcal{R}(\varepsilon_0; T, \hat{T}) \) from (B4). The constants \( \varepsilon_0 \) and \( \kappa_0 \) depend only on \( \theta_0 \) and \( \overline{\theta}_* \).

Proof. Recall from the definition of (B1) that stability (A1) holds with \( C_{\text{stab}} = \overline{C}_{\text{stab}} \). The proof of the lemma follows that of Proposition 4.12 (ii) with free variables \( \varepsilon_0 > 0 \) and \( \kappa_0 \) to be fixed below. The Young inequality and stability (A1) show
\[
\eta(T, h(T); U(T))^2 = \sum_{T \in \mathcal{T} \setminus \hat{T}} \eta_T(T, h(T); U(T))^2 + \sum_{T \in \mathcal{T} \cap \hat{T}} \eta_T(T, h(T); U(T))^2
\]
\[
\leq \sum_{T \in \mathcal{T} \setminus \hat{T}} \eta_T(T, h(T); U(T))^2 + (1 + \delta) \sum_{T \in \mathcal{T} \cap \hat{T}} \eta_T(T, h(T); U(T))^2
\]
\[
+ (1 + \delta^{-1}) C_{\text{stab}}^2 \|d[\hat{T}; U(\hat{T}), U(T)]\|^2 =: \text{RHS}.
\]
Recall \( \mathcal{T} \setminus \hat{T} \subseteq \mathcal{R}(\varepsilon_0; T, \hat{T}) \). The application of the weak discrete reliability (B4) and the assumption \( \eta(\hat{T}, h(\hat{T}); U(\hat{T}))^2 \leq \kappa_0 \eta(T, h(T); U(T))^2 \) yield
\[
\text{RHS} \leq ((1 + \delta) \kappa_0 + (1 + \delta^{-1}) C_{\text{stab}}^2 \varepsilon_0) \eta(T, h(T); U(T))^2
\]
\[
+ (1 + (1 + \delta^{-1}) C_{\text{stab}}^{\text{drel}}(\varepsilon_0))^2 \sum_{T \in \mathcal{R}(\varepsilon_0; T, \hat{T})} \eta_T(T, h(T); U(T))^2.
\]
Some rearrangements prove
\[
\frac{1 - (1 + \delta) \kappa_0 - (1 + \delta^{-1}) C_{\text{stab}}^2 \varepsilon_0}{1 + (1 + \delta^{-1}) C_{\text{stab}}^2 C_{\text{drel}}(\varepsilon_0)^2} \eta(T, h(T); U(T))^2 \leq \sum_{T \in \mathcal{R}(\varepsilon_0; T, \hat{T})} \eta_T(T, h(T); U(T))^2.
\]
For arbitrary \( 0 < \theta_0 < \overline{\theta}_* \), fix \( \varepsilon_0 > 0 \), choose \( \delta > 0 \) sufficiently large and then determine \( 0 < \kappa_0 < 1 \) with
\[
\theta_0 = \frac{1 - (1 + \delta) \kappa_0 - (1 + \delta^{-1}) C_{\text{stab}}^2 \varepsilon_0}{1 + (1 + \delta^{-1}) C_{\text{stab}}^2 C_{\text{drel}}(\varepsilon_0)^2} \leq \sup_{\varepsilon > 0} \frac{1 - C_{\text{stab}}^2 \varepsilon}{1 + C_{\text{stab}}^2 C_{\text{drel}}(\varepsilon)^2} = \overline{\theta}_*.
\]
The claim follows for \( \theta_0 \) and hence for all \( 0 < \theta \leq \theta_0 \).

Proof of Theorem 8.4 (ii). Recall linear convergence (8.13) of \( \eta(T, h(T); U(T)) \). By assumption, \( 0 < \theta < C_{11}^{-1} \overline{\theta}_* \), and set \( \theta := C_{11} \theta < \overline{\theta}_* \). The proof follows that of Proposition 4.15 with the difference that the set of marked indices (and hence elements) is determined by \( \eta(\cdot, h(\cdot); \cdot) \) instead of \( \eta(\cdot, h(\cdot); \cdot) \). First, Lemma 8.9 provides the means to use Lemma 4.14. Then, \( \mathcal{R}(\varepsilon_0; T_0, T) \) and hence its superset \( \mathcal{M} := \omega^k(T_0; \mathcal{R}(\varepsilon_0; T_0, T)) \) satisfy the Dörfler marking (2.5) for \( \eta(\cdot, h(\cdot); \cdot) \) with \( \hat{\theta} \). Second, by assumption (8.9), \( \mathcal{M} := \{ \tau \in I(T_0) : T_0(\tau) \cap \omega^k(T_0; \hat{M}) \neq \emptyset \} \) satisfies the Dörfler marking (8.6) for \( \eta(\cdot, h(\cdot); \cdot) \) with \( C_{11}^{-1} \hat{\theta} = \hat{\theta} \). According to the almost minimal cardinality of \( \mathcal{M} \), assumption (8.4), and uniform shape regularity, it follows that
\[
|\mathcal{M}_\varepsilon| \leq |\mathcal{M}| \leq C_0 |\omega^k(T_0; \hat{M})| \approx |\hat{M}| \approx |\mathcal{R}(\varepsilon_0; T_0, T)|.
\]
The remaining steps are verbatim to the proof of Proposition 4.15 and are therefore omitted. 
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9. Locally Equivalent Error Estimators for the Poisson Problem

This section applies the analysis of the previous one to a specific model problem, where the adaptive algorithm is steered by some locally equivalent and possibly non-residual error estimator. This improves the work [16], where all patches of marked element domains are refined. Theorem 8.4 states optimal convergence behaviour of Algorithm 8.1, where solely the element domains associated to marked indices are refined.

9.1. Poisson model problem

In the spirit of [16], consider the Poisson model problem (5.1) in \( \Omega \subseteq \mathbb{R}^d \),

\[ -\Delta u = f \quad \text{in} \quad \Omega \quad \text{and} \quad u = 0 \quad \text{on} \quad \Gamma, \]

and recall the weak formulation (5.2), the FE discretization (5.4) by means of piecewise polynomials \( S^p_0(\mathcal{T}) = \mathcal{P}^p(\mathcal{T}) \cap H^1_0(\Omega) \) of degree \( p \geq 1 \), as well as the definition of \( d[\cdot, \cdot] := \| \nabla \cdot \|_{L^2(\Omega)} \). The residual error estimator \( \eta(\cdot) \) with local contributions

\[ \eta_T(T; V)^2 = \eta_T(T, h(\mathcal{T}); V)^2 := h_T^2 \| f + \Delta_T V \|^2_{L^2(\mathcal{T})} + h_T \| [\partial_n V] \|^2_{L^2(\partial T \cap \Omega)} \]  \hspace{1cm} (9.1)

with \( h_T := h(\mathcal{T})|_T = |T|^{1/d} \) for all \( T \in \mathcal{T} \) and \( \Delta_T \) the \( T \)-elementwise Laplacian serves as a theoretical tool. With newest vertex bisection (NVB) the assumptions (2.7)–(2.10) as well as uniform \( \gamma \)-shape regularity (2.11) and all further assumptions of Section 8.1 are satisfied.

Proposition 9.1. In addition to the axioms (A1)–(A4), the residual error estimator (9.1) satisfies efficiency (4.6), homogeneity (B0) with \( r_+ = 1/2 \) and \( r_- = 1 \), as well as stability (B1).

Proof. Proposition 5.1 verifies the axioms (A1)–(A4) as well as efficiency (4.6). Stability (B1) is well-known and follows by use of the triangle inequality as well as standard inverse estimates analogously to the proof of [15, Corollary 3.4]. The homogeneity (B0) is obvious.

The following sections concern different error estimators \( \varrho(\cdot) \) which are equivalent to \( \eta(\cdot) \) and fit into the framework of Section 8. Section 9.2 studies the influence of equivalent choices of the mesh-size function \( h(\mathcal{T}) \) for the residual error estimator, Section 9.3 concerns a facet-based formulation of \( \eta(\cdot) \), while Section 9.4 analyzes recovery-based error estimators. Further examples for the lowest-order case \( p = 1 \), which also fit in the framework of the analysis from Section 8, are found in [16].

9.2. Estimator based on equivalent mesh-size function

Instead of \( h_T = |T|^{1/d} \) for weighting the local contributions of \( \eta(\cdot) \), one can also use the local diameter \( \text{diam}(T) \). This leads to

\[ \varrho_T(T; V)^2 = \eta_T(T, \hat{h}(\mathcal{T}); V)^2 := \text{diam}(T)^2 \| f + \Delta_T V \|^2_{L^2(\mathcal{T})} + \text{diam}(T) \| [\partial_n V] \|^2_{L^2(\partial T \cap \Omega)} \]

with the modified mesh-width function \( \hat{h}(\mathcal{T})|_T := \text{diam}(T) \). This variant of \( \eta(\cdot) \) is usually found in textbooks as e.g. [1, 2]. The uniform \( \gamma \)-shape regularity (2.11) of newest vertex bisection leads to \( h(\mathcal{T}) \leq \hat{h}(\mathcal{T}) \leq \gamma h(\mathcal{T}) \).

In particular, \( \eta(\cdot) \) and \( \varrho(\cdot) \) are elementwise equivalent and so match all the assumptions of Section 8.4.

Proposition 9.2. The estimators \( \eta(\cdot) \) and \( \varrho(\cdot) \) are globally equivalent in the sense that (8.8) holds with \( C_{10} = \gamma^2 \). Moreover, the equivalence of Dörfler marking (8.9) holds with \( k = 1 \), \( M = \hat{M} \), and \( C_{11} = \gamma^2 \). \hspace{1cm} \Box

Consequence 9.3. Convergence and optimal rates for the adaptive algorithm steered by the residual error estimator in the sense of Theorem 4.1 and Theorem 8.4 resp. Theorem 8.5 hold independently of the equivalent mesh-width function chosen. \hspace{1cm} \Box
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9.3. Facet-based formulation of residual error estimator

For a given triangulation $\mathcal{T} \in \mathcal{T}$, let $\mathcal{E}(\mathcal{T})$ denote the corresponding set of facets which lie inside $\Omega$, i.e. for each $E \in \mathcal{E}(\mathcal{T})$ there are two unique elements $T, T' \in \mathcal{T}$ with $T \neq T'$ and $E = T \cap T'$. Let $\omega(\mathcal{T}; E) := \{T, T'\}$ and $\bigcup \omega(\mathcal{T}; E) = T \cup T'$ denote the patch of $E \in \mathcal{E}(\mathcal{T})$. Assume that each element $E \in \mathcal{T}$ has at most one facet on the boundary $\Gamma = \partial \Omega$ which is a minor additional assumption on the initial mesh $\mathcal{T}_0$ to exclude pathological cases. In particular, each element $E \in \mathcal{T}$ has at least one node $z \in \mathcal{K}(\mathcal{T})$ inside $\Omega$. For each facet $E \in \mathcal{E}(\mathcal{T})$, let $F_E \in \mathcal{P}^{p-1}(\bigcup \omega(\mathcal{T}; E))$ be the unique polynomial of degree $p - 1$ such that

$$\|\Delta_T V - f - F_E\|_{L^2(\bigcup \omega(\mathcal{T}; E))} = \min_{F \in \mathcal{P}^{p-1}(\bigcup \omega(\mathcal{T}; E))} \|\Delta_T V - f - F\|_{L^2(\bigcup \omega(\mathcal{T}; E))}. \quad (9.2)$$

With the introduced notation, consider the following facet-based variant of the residual error estimator (9.1)

$$\varrho(\mathcal{T}; V)^2 = \sum_{E \in \mathcal{E}(\mathcal{T})} \varrho_E(\mathcal{T}; V)^2, \quad (9.3a)$$

$$\varrho_E(\mathcal{T}; V)^2 = \text{diam}(E)^2 \|\Delta_T V - f - F_E\|_{L^2(\bigcup \omega(\mathcal{T}; E))}^2 + \text{diam}(E) \|\varrho_n V\|_{L^2(E)}^2. \quad (9.3b)$$

Convergence and quasi-optimality for this estimator is directly proved for $d = 2$ and $p = 1$ in [36] via the technical and non-obvious observation that the edge oscillations are contractive [73, 74]. The novel approach of this paper generalizes the mentioned works to arbitrary dimension $d \geq 2$ and polynomial degree $p \geq 1$.

For each facet $E = T \cap T' \in \mathcal{E}(\mathcal{T})$, define $\mathcal{T}(E) := \{T, T'\}$. In other words if the edge $E \in \mathcal{E}(\mathcal{T})$ is marked in step (iii) of Algorithm 8.1, the elements of the patch of $E$ will be refined. This does not necessarily imply that the facet $E$ is refined. To apply Theorem 8.4 and thus derive convergence with quasi-optimal rates, it remains to show that $\varrho(\cdot)$ and $\varrho(\cdot)$ meet the assumptions of Section 8.4.

**Proposition 9.4.** The estimators $\varrho(\cdot)$ and $\varrho(\cdot)$ are globally equivalent (8.8). Moreover, equivalence of Dörfler marking (8.9) holds with $k = 0$. The constants $C_{10}, C_{11} > 0$ depend only on $\mathcal{T}$, the polynomial degree $p \geq 1$, and the use of newest vertex bisection.

The proof requires some technical lemmas and some further notation: For an interior node $z \in \mathcal{K}(\mathcal{T}) \cap \Omega$ of $\mathcal{T}$, define the star $\Sigma(T; z) := \{E \in \mathcal{E}(\mathcal{T}) : z \in E\}$ as well as the patch $\omega(T; z) := \{T \in \mathcal{T} : z \in T\}$.

To abbreviate notation, write $\bigcup \omega(T; z) := \bigcup_{T \in \omega(T; z)} T$. Finally, $F_z \in \mathcal{P}^{p-1}(\bigcup \omega(T; z))$ denotes the unique polynomial of degree $p - 1$ such that

$$\|\Delta_T V - f - F_z\|_{L^2(\bigcup \omega(T; z))} = \min_{F \in \mathcal{P}^{p-1}(\bigcup \omega(T; z))} \|\Delta_T V - f - F\|_{L^2(\bigcup \omega(T; z))}. \quad (9.4)$$

To abbreviate notation, write $r(T) := \Delta_T U(T) - f$ for the residual.

**Lemma 9.5.** Any interior node $z \in \mathcal{K}(\mathcal{T}) \cap \Omega$ and $T \in \mathcal{T}$ with $z \in T$ satisfies

$$C_{16}^{-1} h_T^2 \|r(T)\|_{L^2(T)}^2 \leq h_T \|\varrho_n U(T)\|_{L^2(\bigcup \omega(T; z))} \leq C_{16} h_T^2 \|r(T) - F_z\|_{L^2(\bigcup \omega(T; z))}. \quad (9.5)$$

The constant $C_{16} > 0$ depends only on $\gamma$-shape regularity and hence on $\mathcal{T}$.

**Proof.** Consider the nodal basis function $\phi_z \in S^1(\mathcal{T})$ characterized by $\phi_z(z) = 1$ and $\phi_z(z') = 0$ for all $z' \in \mathcal{K}(\mathcal{T})$ with $z \neq z'$. In particular, $\text{supp}(\phi_z) = \bigcup \omega(T; z)$. Let $\Pi_{p-1}(T) : L^2(\bigcup \omega(T; z)) \to \mathcal{P}^{p-1}(\bigcup \omega(T; z))$ be the $L^2$-orthogonal projection and note that $F_z = \Pi_{p-1}(T)r(T)$. A scaling argument and $\|\phi_z\|_{L^\infty(\Omega)} = 1$ prove

$$\|F_z\|_{L^2(\bigcup \omega(T; z))}^2 \leq \|\phi_z\|^2 F_z^2 \|L^2(\bigcup \omega(T; z)) \leq \int_{\bigcup \omega(T; z)} r(T) \phi_z F_z \, dx - \int_{\bigcup \omega(T; z)} ((1 - \Pi_{p-1}(T))r(T)) \phi_z F_z \, dx \leq \int_{\bigcup \omega(T; z)} r(T) \phi_z F_z \, dx + \|1 - \Pi_{p-1}(T))r(T))\|_{L^2(\bigcup \omega(T; z))} \|F_z\|_{L^2(\bigcup \omega(T; z))}.$$
Consider the first term on the right-hand side and use that \( V := \phi_z F_z \in S^0(T) \) is a suitable test function. With the Galerkin formulation (5.4) and elementwise integration by parts, it follows that

\[
\int_{\omega(T;z)} r(T) \phi_z F_z \, dx = \int_{\omega(T;z)} r(T) V \, dx
\]

\[
= \int_{\omega(T;z)} \Delta_T U(T) V \, dx + \int_{\omega(T;z)} \nabla U(T) \cdot \nabla V \, dx
\]

\[
= \int_{\Sigma(T;z)} [\partial_n U(T)] \phi_z F_z \, dx
\]

\[
\leq ||\partial_n U(T)||_{L^2(\Sigma(T;z))} ||F_z||_{L^2(\Sigma(T;z))}.
\]

Since \( F_z \in \mathcal{P}^{p-1}(\bigcup \omega(T;z)) \), an inverse-type inequality with \( h_z := \text{diam}(\bigcup \omega(T;z)) \) shows

\[
||F_z||_{L^2(\Sigma(T;z))} \lesssim h_z^{-1/2} ||F_z||_{L^2(\bigcup \omega(T;z))}.
\]

The hidden constant depends only on \( \gamma \)-shape regularity (2.11) and hence on \( T \). The combination of the previous arguments implies

\[
||F_z||_{L^2(\bigcup \omega(T;z))}^2 \lesssim (h_z^{-1/2} ||[\partial_n U(T)]||_{L^2(\Sigma(T;z))} + ||r(T) - F_z||_{L^2(\bigcup \omega(T;z))}) ||F_z||_{L^2(\bigcup \omega(T;z))}.
\]

The triangle inequality together with \( h_z \simeq h_T \) proves

\[
h_T^2 ||\Delta_T U(T) + f||_{L^2(\bigcup \omega(T;z))} \lesssim h_z^2 ||F_z||_{L^2(\bigcup \omega(T;z))}^2 + h_T^2 ||r(T) - F_z||_{L^2(\bigcup \omega(T;z))}^2
\]

\[
\lesssim h_T ||[\partial_n U(T)]||_{L^2(\bigcup \omega(T;z))}^2 + h_T^2 ||r(T) - F_z||_{L^2(\bigcup \omega(T;z))}^2.
\]

This concludes the proof.

The following lemma shows that edge oscillations (9.2) and node oscillations (9.4) are equivalent on patches.

**Lemma 9.6.** Any interior node \( z \in K(T) \cap \Omega \) and \( T \in T \) with \( z \in T \) satisfies

\[
C_{17}^{-1} ||r(T) - F_z||_{L^2(\bigcup \omega(T;z))}^2 \leq \sum_{E \in \Sigma(T;z)} ||r(T) - F_E||_{L^2(\bigcup \omega(T;E))}^2 \leq C_{18} ||r(T) - F_z||_{L^2(\bigcup \omega(T;z))}^2
\]

\[ (9.6) \]

The constants \( C_{17}, C_{18} > 0 \) depend only on \( \gamma \), the polynomial degree \( p \geq 1 \), and the use of newest vertex bisection.

**Proof.** The upper bound in (9.6) follows from

\[
||r(T) - F_E||_{L^2(\bigcup \omega(T;E))} \leq ||r(T) - F_z||_{L^2(\bigcup \omega(T;z))} \leq ||r(T) - F_z||_{L^2(\bigcup \omega(T;z))}
\]

for all \( E \in \Sigma(T;z) \) and the fact that the cardinality \( |\Sigma(T;z)| \) is uniformly bounded in terms of the uniform shape regularity constant \( \gamma \).

The lower bound in (9.6) is first proved for a piecewise polynomial \( f \in \mathcal{P}^{p-1}(T) \). This yields \( r(T) \in \mathcal{P}^{p-1}(T) \). We employ equivalence of seminorms on finite dimensional spaces and scaling arguments. Note that both terms in (9.6) define seminorms on \( \mathcal{P}^{p-1}(\bigcup \omega(T;z)) \) with the kernel \( \mathcal{P}^{p-1}(\bigcup \omega(T;z)) \) and hence are equivalent with constants \( C_{17}, C_{18} > 0 \). A scaling argument proves that these constants depend only on the shape of \( \bigcup \omega(T;E) \) or \( \bigcup \Sigma(T;z) \). Since newest vertex bisection only leads to finitely many shapes of triangles and hence patches and facet stars, this proves that \( C_{17} \) and \( C_{18} \) depend only on \( T, p \), and the use of newest vertex bisection.
It remains to prove the lower bound in (9.6) for general \( f \in L^2(\Omega) \). Let \( \Pi(\mathcal{T}) : L^2(\Omega) \to \mathcal{P}^{p-1}(\mathcal{T}) \) denote the \( L^2 \)-projection so that \( F(\mathcal{T}) = \Pi(\mathcal{T}) r(\mathcal{T}) \) is the unique solution to

\[
\| r(\mathcal{T}) - F(\mathcal{T}) \|_{L^2(\mathcal{T})} = \min_{F \in \mathcal{P}^{p-1}(\mathcal{T})} \| r(\mathcal{T}) - F \|_{L^2(\mathcal{T})} \quad \text{for all } T \in \mathcal{T}.
\]

Note that \( \mathcal{P}^{p-1}(\bigcup \omega(\mathcal{T}; E)) \subset \mathcal{P}^{p-1}(\omega(\mathcal{T}; E)) \). Since \( F_E \) and \( F(\mathcal{T}) \) are the corresponding \( L^2 \)-orthogonal projections of \( r(\mathcal{T}) \), this yields

\[
\| F(\mathcal{T}) - F_E \|_{L^2(\bigcup \omega(\mathcal{T}; E))} = \min_{F \in \mathcal{P}^{p-1}(\bigcup \omega(\mathcal{T}; E))} \| F(\mathcal{T}) - F \|_{L^2(\bigcup \omega(\mathcal{T}; E))},
\]

(9.7)

According to the \( \mathcal{T} \)-elementwise Pythagoras theorem and the foregoing discussion for a \( \mathcal{T} \)-piecewise polynomial \( f \), it follows

\[
\| r(\mathcal{T}) - F_z \|_{L^2(\bigcup \omega(\mathcal{T}; z))}^2 = \| r(\mathcal{T}) - F(\mathcal{T}) \|_{L^2(\bigcup \omega(\mathcal{T}; z))}^2 + \| F(\mathcal{T}) - F_z \|_{L^2(\bigcup \omega(\mathcal{T}; z))}^2 \\
\leq \sum_{E \in \Sigma(T; z)} (\| r(\mathcal{T}) - F(\mathcal{T}) \|_{L^2(\bigcup \omega(\mathcal{T}; z))}^2 + \| F(\mathcal{T}) - F_E \|_{L^2(\bigcup \omega(\mathcal{T}; E))}^2) \\
= \sum_{E \in \Sigma(T; z)} \| r(\mathcal{T}) - F_E \|_{L^2(\bigcup \omega(\mathcal{T}; E))}^2.
\]

This concludes the proof.

**Proof of Proposition 9.4.** According to Lemma 8.3, it remains to verify (8.10). The uniform \( \gamma \)-shape regularity (2.11) yields \( h_E = \text{diam}(E) \approx h_T \) for all \( E \in \mathcal{E}(\mathcal{T}) \) and \( T \in \mathcal{T} \) with \( E \subseteq T \). Hence

\[
\varrho_E(\mathcal{T}; U(\mathcal{T}))^2 = h_E^2 \| r(\mathcal{T}) - F_E \|_{L^2(\bigcup \omega(\mathcal{T}; E))}^2 + h_E \| [\partial_\nu U(\mathcal{T})] \|_{L^2(\partial T\cap \Omega)}^2 \\
\leq \sum_{T \in \omega(\mathcal{T}; E)} (h_E^2 \| r(\mathcal{T}) \|_{L^2(\partial T\cap \Omega)}^2 + h_E \| [\partial_\nu U(\mathcal{T})] \|_{L^2(\partial T\cap \Omega)}^2) \\
\approx \sum_{T \in \mathcal{T}(\mathcal{T})} \eta_T(\mathcal{T}; U(\mathcal{T}))^2.
\]

This proves (8.10a). For each interior node \( z \in \mathcal{K}(\mathcal{T}) \cap \Omega \) of \( T \in \mathcal{T} \), Lemma 9.5 and 9.6 imply

\[
\eta_T(\mathcal{T}, h(\mathcal{T}); U(\mathcal{T}))^2 = h_T^2 \| r(\mathcal{T}) \|_{L^2(\bigcup \omega(\mathcal{T}; E))}^2 + h_T \| [\partial_\nu U(\mathcal{T})] \|_{L^2(\partial T\cap \Omega)}^2 \\
\leq h_T^2 \| r(\mathcal{T}) - F_z \|_{L^2(\bigcup \omega(\mathcal{T}; z))}^2 + h_T \| [\partial_\nu U(\mathcal{T})] \|_{L^2(\bigcup \Sigma(T; z))}^2 \\
\approx \sum_{E \in \Sigma(T; z)} (h_T^2 \| r(\mathcal{T}) - F_E \|_{L^2(\bigcup \omega(\mathcal{T}; E))}^2 + h_T \| [\partial_\nu U(\mathcal{T})] \|_{L^2(\partial E)}^2) \\
\approx \sum_{E \in \Sigma(T; z)} \varrho_E(\mathcal{T}; U(\mathcal{T}))^2.
\]

Since \( \Sigma(T; z) \subseteq \{ E \in \mathcal{E}(\mathcal{T}) : E \cap T \neq \emptyset \} \), this concludes the proof of (8.10b).

**Remark 9.7.** This section concerns the natural choice \( \mathcal{T}(E) = \{ T, T' \} \) for \( E = T \cap T' \in \mathcal{E}(\mathcal{T}) \) for the relation between the index set \( \mathcal{E}(\mathcal{T}) \) and the elements \( \mathcal{T} \). Remarkably, the abstract analysis of Section 8 would even guarantee convergence with optimal rates, for fixed \( k \in \mathbb{N}_0 \), if \( \mathcal{T}(E) \) is an arbitrary nonempty subset of \( \omega^k(\mathcal{T}(E)) \).

**Consequence 9.8.** Convergence and optimal rates for the adaptive algorithm in the sense of Theorem 4.1 and Theorem 8.4 resp. Theorem 8.5 hold even for the facet-based error estimator.

Numerical examples that underline the above result can be found in for 2D and lowest-order elements in [93]. Moreover, numerical examples for the obstacle problem with the facet-based estimator are found in [73, 74].
9.4. Recovery-based error estimator $g(\cdot)$

In this section, we consider recovery-based error estimators for FEM which are occasionally also called ZZ-estimators after Zienkiewicz and Zhu [56]. These estimators are popular in computational science and engineering because of their implementational ease and striking performance in many applications. Reliability has independently shown by [82, 94] for lowest-order elements $p = 1$ and later generalized to higher-order elements $p \geq 1$ in [95]. For the lowest-order case, convergence and quasi-optimality of the related adaptive mesh-refining algorithm has been analyzed in [16]. In the following, the result of [16] is reproduced and even generalized to higher-order elements $p \geq 1$. Moreover, the abstract analysis of Section 8 removes the artificial refinements [16].

Adopt the definition of $g(\cdot)$ and the notation of Section 9.3 and let $G(T) : L^2(\Omega) \to S^0_T(\mathcal{T})$ denote the local averaging operator which is defined as follows:

- For lowest-order polynomials $p = 1$, define $G(T)(v) \in S^1_T(\mathcal{T})$ by
  \[ G(T)(v)(z) := \frac{1}{|\omega(T; z)|} \int_{\bigcup_{\omega(T; z)} v \, dx} \text{ for all inner nodes } z \in K(T) \cap \Omega. \]

- For the general case $p \geq 1$, define $G(T) = J(T) : H^1_0(\Omega) \to S^0_T(\mathcal{T})$ as the Scott-Zhang projection from [96].

Based on $G(T)$, the local estimator contributions of the recovery-based error estimator $g(\cdot)$ read

\[ g_T(T; U(T))^2 := \begin{cases} \| (1 - G(T))\nabla U(T) \|_{L^2(\Omega)}^2 & \text{for } \tau = T \in \mathcal{T}, \\ \text{diam}(E)^2 \| \Delta_T U(T) - f - F_E \|_{L^2(E)}^2 & \text{for } E = E \in E(T). \end{cases} \] (9.8)

Note that $I(T) = \mathcal{T} \cup E(T)$ with respect to the abstract notation of Section 8. We define $T(T) = \{T\}$ for $T \in \mathcal{T}$ and $T(E) = \{T, T'\}$ for $E = T \cap T' \in E(T)$.

**Proposition 9.9.** For general polynomial degree $p \geq 1$, the error estimators $\eta(\cdot)$ and $g(\cdot)$ satisfy the local equivalences (8.10) for $k = 2$.

The proof requires the following lemma which states that the normal jumps are locally equivalent to averaging. The result is well-known for the lowest-order case, and its proof is included for the convenience of the reader.

**Lemma 9.10.** For some interior node $z \in K(T) \cap \Omega$, it holds

\[ C_{19}^{-1} h_T \| [\partial_n U(T)] \|_{L^2(\bigcup_{\Sigma(T; z)})}^2 \leq \| (1 - G(T))\nabla U(T) \|_{L^2(\bigcup_{\omega(T; z)})}^2 \leq C_{20} \sum_{z' \in \Sigma(T; z) \cap K(T) \cap \Omega} h_{z'} \| [\partial_n U(T)] \|_{L^2(\bigcup_{\Sigma(T; z')})}^2. \] (9.9)

The constants $C_{19}, C_{20} > 0$ depend only on $T$, the polynomial degree $p \geq 1$, and the use of newest vertex bisection.

**Proof.** We use equivalence of seminorms on finite dimensional spaces and scaling arguments. To prove (9.9), it thus suffices to show that the chain of inequalities holds true if one term is zero.

First, assume $(1 - G(T))\nabla U(T) = 0$ on $\bigcup_{\omega(T; z)}$. This implies $\nabla U(T) \in S^p(\omega(T; z))$ and hence $[\partial_n U(T)] = 0$ on $\bigcup_{\Sigma(T; z)}$.

Second, assume $[\partial_n U(T)] = 0$ on $\bigcup_{\Sigma(T; z')}$ for all inner nodes $z'$ of $\Sigma(T; z)$. This shows that the normal jumps of $\nabla U(T)$ are zero over $\bigcup_{\Sigma(T; z')}$. Since $U(T) \in H^1(\Omega)$, the tangential jumps of $\nabla U(T)$ also vanish over $\Sigma(T; z')$. Altogether, this implies $\nabla U(T) \in S^{p-1}(\omega(T; z'))$ for all $z'$. If the Scott-Zhang projection defines the averaging, $G(T)(\nabla U(T))(z')$ depends only on $\nabla U(T)|_{\omega(T; z)}$, this implies $G(T)\nabla U(T) = \nabla U(T)$. 59
In the particular case $p = 1$ and patch averaging, $\nabla U(T)$ is constant on $\omega(T; z')$. In any case, we thus derive $(1 - G(T))\nabla U(T) = 0$ on $\bigcup \omega(T; z)$.

The constants in (9.9) depend on the shapes of patches $\bigcup \omega(T; z')$ involved. Since NVB leads to only finitely many patch shapes, we deduce that the these constants depend only on the polynomial degree $p \in \mathbb{N}$ and on $T$.

**Proof of Proposition 9.9.** In order to prove the local equivalence (8.10) of $\varrho(\cdot)$ and $\eta(\cdot)$, let $z \in K(T) \cap \Omega$ be an interior node of $T \in T$. The upper estimate in (9.9) yields

$$\varrho_T(T; U(T))^2 \lesssim \sum_{T' \in \omega(T; T)} \eta_{r'}(T; U(T))^2.$$ 

For $E = T' \cap T \in \mathcal{E}(T)$, it holds

$$\varrho_E(T; U(T))^2 \leq 2 \| r(T) \|^2_{L^2(T)} + 2 \| r(T) \|^2_{L^2(T')} \leq 2 \sum_{T' \in \omega(T; T)} \eta_{r'}(T; U(T))^2.$$ 

The combination of the last two estimates proves (8.10a). The proof of (8.10b) employs Lemma 9.5 and 9.6 as well as the lower bound in (9.9). For an interior node $z \in K(T) \cap \Omega$ of $T \in T$, it follows

$$\eta_T(T; U(T))^2 \lesssim h_T \| [\partial_n U(T)] \|^2_{L^2(\bigcup \Sigma(T; z))} + h_T^2 \sum_{E \in \Sigma(T; z)} \| r(T) - F_E \|^2_{L^2(\bigcup \omega(T; E))} \lesssim \sum_{z \in T \cap \omega(T)} \varrho_T(T; U(T))^2.$$ 

This concludes the proof.

**Consequence 9.11.** The adaptive algorithm leads to convergence with quasi-optimal rate for the estimator $\varrho(\cdot)$ in the sense of Theorem 8.4. For lowest-order elements $p = 1$, Theorem 8.5 states optimal rates for the discretization error, while for higher-order elements $p \geq 1$, additional regularity of $f$ has to be imposed, e.g., $f \in H^1(\Omega)$ for $p = 2$.

10. Adaptive FEM for Nonlinear Model Problems

In this section, we give three examples of adaptive FEM for nonlinear problems. Each problem relies on different approaches, however, all fit into the abstract analysis of Section 4 resp. Section 8.

10.1. Conforming FEM for certain strongly-monotone operators

In this section, we consider a possibly nonlinear generalization of the model problem of Section 6.1. On a Lipschitz domain $\Omega \subset \mathbb{R}^d$, $d = 2, 3$, consider the nonlinear, second-order PDE

$$L u(x) := -\text{div} \ A(x, \nabla u(x)) + g(x, u(x), \nabla u(x)) = f \quad \text{in } \Omega,$$

$$u = 0 \quad \text{on } \Gamma = \partial \Omega.$$ 

The work [55] considers strongly monotone operators $L$ with $A(x, \nabla u(x)) = \alpha(x, |\nabla u(x)|^2) \nabla u(x)$ with $\alpha(\cdot, \cdot) \in \mathbb{R}$ and $g(x, u(x), \nabla u(x)) = 0$. The discretization consists of first-order polynomials. Although the analysis is, in principle, not limited to the lowest-order case, this avoids further regularity assumptions on the nonlinearity of the operator $L$ to guarantee reduction (A2) of the estimator. In the frame of strongly monotone operators, suppose the coefficient functions to satisfy

$$\| A(\cdot, \nabla v) - A(\cdot, \nabla w) \|_{L^2(\Omega)} \leq C_{21} \| \nabla (v - w) \|_{L^2(\Omega)},$$

$$\| g(\cdot, v, \nabla v) - g(\cdot, w, \nabla v) \|_{L^2(\Omega)} \leq C_{21} \| \nabla (v - w) \|_{L^2(\Omega)}$$

$$C_{22} \| \nabla (v - w) \|_{L^2(\Omega)} \leq \langle L v - L w, v - w \rangle$$ 
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for all $v, w \in H^1_0(\Omega)$ and some constants $C_{21}, C_{22} > 0$. Here and throughout this paper, $\langle \cdot, \cdot \rangle$ is the dual pairing of $H^1_0(\Omega)$ and $H^{-1}(\Omega)$ and all differential operators are understood in the weak sense. Note that (10.2a)–(10.2b) implies, in particular, that the operator $\mathcal{L} : H^1_0(\Omega) \to H^{-1}(\Omega) := H^1_0(\Omega)^*$ is Lipschitz continuous. Together with (10.2c) and $f \in L^2(\Omega)$ the main theorem on strongly monotone operators [97, Theorem 26.A] guarantees that the weak form

$$\langle \mathcal{L} u, v \rangle := \int_\Omega A(x, \nabla u(x)) \cdot \nabla v + g(x, u(x), \nabla u(x)) v \, dx = \int_\Omega f v \, dx \quad \text{for all } v \in H^1_0(\Omega)$$  \hfill (10.3)

admits a unique solution $u \in H^1_0(\Omega)$. The discretization of (10.3) as well as the notation follow Section 6.1. For a given regular triangulation $\mathcal{T}$, consider $\mathcal{X}(\mathcal{T}) := S^1_0(\mathcal{T}) := P^1(\mathcal{T}) \cap H^1_0(\Omega)$ with $\mathcal{P}^p(\mathcal{T})$ from (5.3). The discrete formulation also fits in the framework of strongly monotone operators and

$$\langle \mathcal{L} U(T), V \rangle = \int_{\hat{T}} f V \, dx \quad \text{for all } V \in S^1_0(\mathcal{T})$$  \hfill (10.4)

admits a unique solution $U(T) \in S^1_0(\mathcal{T})$. Define the symmetric error-measure $d[\mathcal{T}; v, w] = d[v, w] := \langle \mathcal{L} v - \mathcal{L} w, v - w \rangle$, which is equivalent to the $H^1$-norm in the sense that

$$\|\nabla (v - w)\|_{L^2(\Omega)} \lesssim d[v, w] \lesssim \|\nabla (v - w)\|_{L^2(\Omega)} \quad \text{for all } v, w \in H^1_0(\mathcal{T}).$$  \hfill (10.5)

Therefore, $d[\cdot, \cdot]$ satisfies the quasi-triangle inequality with $C_\Delta > 0$ which depends only on $\mathcal{L}$ and $\Omega$. With $\mathcal{X} := H^1_0(\Omega)$, all the assumptions of Section 2 are satisfied. and the Céa lemma (3.9) holds with the constant $C_{\text{Cea}} = 2C_{21}/C_{22}$.

For ease of notation, set $\mathcal{A} v := -\text{div} \ A(\cdot, \nabla v(\cdot))$ as well as $\mathcal{K} := \mathcal{L} - \mathcal{A}$. To define the error estimator and to verify our axioms of adaptivity, suppose that $\mathcal{A} : \Omega \times \mathbb{R}^d \to \mathbb{R}^d$ is Lipschitz continuous and $\mathcal{L} : H^1_0(\Omega) \to H^{-1}(\Omega)$ as well as $\mathcal{A} : H^1_0(\Omega) \to H^{-1}(\Omega)$ to be twice Fréchet differentiable

$$\begin{align*}
D\mathcal{L}, D\mathcal{A} & : H^1_0(\Omega) \to L(H^1_0(\Omega), H^{-1}(\Omega)), \\
D^2\mathcal{L}, D^2\mathcal{A} & : H^1_0(\Omega) \to L(H^1_0(\Omega), L(H^1_0(\Omega), H^{-1}(\Omega))).
\end{align*}$$  \hfill (10.6)

Assume that the second derivative is bounded locally around the solution $u$ of (10.3) i.e., there exists $\varepsilon_{\text{loc}} > 0$ with

$$C_{23} := \sup_{v \in H^1_0(\Omega), \|\nabla (v - u)\|_{L^2(\Omega)} < \varepsilon_{\text{loc}}} \left( \|D^2\mathcal{L}(v)\|_{L(H^1_0(\Omega), L(H^1_0(\Omega), H^{-1}(\Omega)))} + \|D^2\mathcal{A}(v)\|_{L(H^1_0(\Omega), L(H^1_0(\Omega), H^{-1}(\Omega)))} \right) < \infty.$$  \hfill (10.7)

Assume that $D\mathcal{A}(v) : H^1_0(\Omega) \to H^{-1}(\Omega)$ is symmetric for all $v \in H^1_0(\Omega)$ in the sense that $\langle D\mathcal{A}(v)w_1, w_2 \rangle = \langle w_1, D\mathcal{A}(v)w_2 \rangle$ for all $w_1, w_2 \in H^1_0(\Omega)$.

The residual error estimator is similar to the linear case (6.4) and reads

$$\eta_T(\mathcal{T}; V) := h_T^2 \|\mathcal{L}|_T V - f\|_{L^2(\mathcal{T})}^2 + h_T \|\mathcal{A}(\cdot, \nabla V) \cdot n\|_{L^2(\partial \mathcal{T} \setminus \Omega)}^2$$  \hfill (10.8)

for all $V \in S^1_0(\mathcal{T})$ and $T \in \mathcal{T}$, see [18, Section 6.5].

Suppose newest vertex bisection (NVB) so that the assumptions (2.7)–(2.10) as well as uniform $\gamma$-shape regularity (2.11) hold.

While the axioms stability (A1), reduction (A2), and discrete reliability (A4) follow from the same arguments as for the linear case, the general quasi-orthogonality requires some additional analysis.

**Proposition 10.1.** The conforming discretization of (10.4) with residual error estimator (10.8) satisfies stability (A1), reduction (A2) with $\rho_{\text{red}} = 2^{-1/d}$, generalized quasi-orthogonality (A3), and discrete reliability (A4) with $\mathcal{R}(\mathcal{T}, \hat{T}) = \mathcal{T} \cap \hat{T}$. The constants $C_{\text{stab}}, C_{\text{red}}, C_{\text{rel}}, C_{\text{qo}}(\varepsilon_{\text{qo}}), C_{\text{drel}} > 0$ depend only on the polynomial degree $p \in \mathbb{N}$ and the shape regularity and hence on $\mathcal{T}$. 
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Theorem 10.2. The adaptive algorithm leads to convergence with quasi-optimal rate for the estimator $\eta(\cdot)$ in the sense of Theorem 4.1 (i)--(ii).

10.2. Conforming FEM for the p-Laplacian

The $p$-Laplacian allows for a review of the results of [54] in terms of the abstract framework from Section 8. Since the lower error bound is not required, this paper provides some slight improvement. The analysis allows generalizations to $N$-functions as in [54].

Consider the energy minimization problem

$$
\mathcal{J}(u) = \min_{v \in W_0^{1,p}(\Omega)} \mathcal{J}(v) \quad \text{with} \quad \mathcal{J}(v) := \frac{1}{p} \int_\Omega |\nabla v|^p \, dx - \int_\Omega fv \, dx
$$

(10.11)
for $p > 1$ and $W^{1,p}_0(\Omega)$ equipped with the norm $\|v\|_{W^{1,p}(\Omega)} := (\|v\|_{L^p(\Omega)}^p + \|\nabla v\|_{L^p(\Omega)}^p)^{1/p}$. The direct method of the calculus of variations yields existence and strict convexity of $J(\cdot)$ even uniqueness of the solution $u \in W^{1,p}_0(\Omega)$. With the nonlinearity

$$A : \mathbb{R}^d \to \mathbb{R}^d, \ A(Q) = |Q|^{p-2}Q,$$

the Euler-Lagrange equations associated to (10.11) read

$$\langle Lu, v \rangle = \int_{\Omega} A(\nabla u) \cdot \nabla v = \int_{\Omega} fv \ dx \quad \text{for } u, v \in X := W^{1,p}_0(\Omega). \quad (10.12)$$

Define $F(Q) := |Q|^{p/2-1}Q$ for all $Q \in \mathbb{R}^d$ as well as the error measure

$$d_\varepsilon[T; v, w] := \|F(|\nabla v|) - F(|\nabla w|)\|_{L^2(\Omega)} \quad \text{for all } v, w \in W^{1,p}_0(\Omega). \quad (10.13)$$

The error measure $d_\varepsilon[\cdot, \cdot]$ is symmetric and satisfies the quasi-triangle inequality and coercivity

$$\langle Lu - Lw, v - w \rangle \simeq \|F(|\nabla v|) - F(|\nabla w|)\|_{L^2(\Omega)}^2 \quad \text{for all } v, w \in W^{1,p}_0(\Omega),$$

with hidden constants which depend solely on $p > 1$.

The discretization of (10.12) and the notation follows Section 5.1. For a given regular triangulation $T$, we consider the lowest-order Courant finite element space $X(T) := \mathcal{S}_0^1(T) := \mathcal{P}^1(T) \cap H^1_0(\Omega)$ with $\mathcal{P}^1(T)$ from (5.3). Arguing as in the continuous case, the minimization problem

$$J(U(T)) = \min_{V \in \mathcal{S}_0^1(T)} J(V) \quad (10.14)$$

admits a unique discrete solution $U(T) \in \mathcal{S}_0^1(T)$, which satisfies

$$\langle LU(T), V \rangle = \int_{\Omega} fV \ dx \quad \text{for all } V \in \mathcal{S}_0^1(T). \quad (10.15)$$

All assumptions of Section 2 are satisfied with newest vertex bisection (NVB). The residual error estimator $\varrho(\cdot)$ reads

$$\varrho_T(T; V)^2 := h_T^2 \int_T (|\nabla V|^{p-1} + h_T |f|)^{q-2} |f|^2 \ dx + h_T \|F(\nabla V) \cdot n\|_{L^2(\partial T \cap \Omega)}^2 \quad (10.16)$$

for all $T \in T$ and all $V \in \mathcal{S}_0^1(T)$ [54, Section 3.2]. Since the error estimator $\varrho(\cdot)$ is associated with elements, $\mathcal{I}(T) = T$ in the notation of Section 8. Since the first term of $\varrho(\cdot)$ depends nonlinearly on $V$, [54, Section 3.2] introduces an equivalent error estimator $\eta(\cdot)$ with local contributions

$$\eta_T(T, h(T); V)^2 := h_T^2 \int_T (|\nabla u|^{p-1} + h_T |f|)^{q-2} |f|^2 \ dx + h_T \|F(\nabla V) \cdot n\|_{L^2(\partial T \cap \Omega)}^2$$

for all $T \in T$ and all $V \in \mathcal{S}_0^1(T)$. Note that $\eta(\cdot)$ can only serve as a theoretical tool as it employs the unknown solution $u$.

**Proposition 10.3.** The error estimators $\eta(\cdot)$ and $\varrho(\cdot)$ are globally equivalent in the sense of (8.8) and they satisfy the equivalence of Dörfler marking (8.9) with $k = 0$. Moreover, $\eta(\cdot)$ satisfies the axioms homogeneity (B0), stability (B1), reduction (A2) with $\rho_{\text{red}} = 2^{-1/d}$, general quasi-orthogonality (A3), and weak discrete reliability (B4) with $\mathcal{R}(\varepsilon; T, \widehat{T}) = T \setminus \widehat{T}$. The constants $C_{\text{stab}}, C_{\text{red}}, C_{\text{qo}}(\varepsilon_{\text{qo}}), C_{\text{rel}}, C_{\text{drel}}(\varepsilon) > 0$ depend only on $T$ as well as on $p > 1$. 
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Proof. The global equivalence (8.8) is proved in [54, Corollary 4.3]. The equivalence of Dörfler marking (8.9) is part of the proof of [54, Lemma 4.6]. The homogeneity (B0) follows as in Section 9 with \( r_+ = 1/2 \) and \( r_- = 1 \). Since the first term of \( \eta(\cdot) \) does not depend on the argument \( V \), standard inverse estimates as for the linear case prove stability (B1) as in [54, Proposition 4.4] and Proposition 5.1. Reduction (A2) follows with the arguments from Proposition 5.1 as in [54, Lemma 4.6].

The discrete reliability (A4) for \( g(\cdot) \) with \( R(T, \hat{T}) = T \backslash \hat{T} \) follows from [54, Lemma 4.7]. Together with the equivalence from [54, Proposition 4.2], there holds for all \( \delta > 0 \)

\[
d[\hat{U}(T), U(T)]^2 \leq C_{drel} \sum_{T \in \mathcal{R}(T, \hat{T})} g_T(T; U(T))^2
\]

\[
\leq C_{drel} C_\delta \sum_{T \in \mathcal{R}(T, \hat{T})} \eta_T(T, h(T); U(T))^2 + C_{drel} \delta d[u, U(T)]^2.
\]

The constant \( C_\delta > 0 \) is defined in [54, Proposition 4.2]. This proves weak discrete reliability (B4) with \( R(\varepsilon; \hat{T}, T) := T \backslash \hat{T} \) and \( C_{drel}(\varepsilon) := C_{drel} C_\delta \) and \( \delta = \varepsilon/C_{drel} \) and particularly implies reliability (3.7) as proved in Lemma 8.2.

The general quasi-orthogonality (A3) follows from the fact that the equivalence of the error measure to the energy of the problem with \( \varepsilon_{qo} = 0 \) and \( C_{qo} > 0 \) independent of \( \varepsilon_{qo} \). As stated in [54, Lemma 3.2], each arbitrary refinement \( \hat{T} \in \mathcal{T} \) of \( \mathcal{T} \) satisfies

\[
\mathcal{J}(U(\hat{T})) - \mathcal{J}(u) \simeq d[u, U(\hat{T})]^2,
\]

\[
\mathcal{J}(U(T)) - \mathcal{J}(U(\hat{T})) \simeq d[U(\hat{T}), U(T)]^2
\]

with hidden constants, which depend only on \( p > 1 \). This immediately implies for all \( \ell \leq N \in \mathbb{N} \) that

\[
\sum_{k=\ell}^{N} d[U(T_{k+1}), U(T_k)]^2 \lesssim \sum_{k=\ell}^{N} \mathcal{J}(U(T_k)) - \mathcal{J}(U(T_{k+1}))
\]

\[
= \mathcal{J}(U(T_\ell)) - \mathcal{J}(U(T_{N+1}))
\]

\[
\leq \mathcal{J}(U(T_\ell)) - \mathcal{J}(u) \lesssim d[u, U(T_\ell)]^2.
\]

Together with reliability (3.7), this implies (A3) with \( \varepsilon_{qo} = 0 \), and \( 0 < C_{qo}(0) < \infty \) depend only on \( p > 1 \) and \( C_{rel} \).

Consequence 10.4. The adaptive algorithm leads to convergence with quasi-optimal rate for the estimator \( g(\cdot) \) in the sense of Theorem 8.4 (i)–(ii).

Numerical examples for 2D that underline the above result can be found in [54].

10.3. Conforming FEM for some elliptic eigenvalue problem

This subsection is devoted to the optimal adaptive computation of an eigenpair \((\lambda, u) \in X := \mathbb{R} \times V \) for \( V := H_0^1(\Omega) \) with energy norm \( \| \cdot \|_{H^1(\Omega)} = a(\cdot, \cdot)^{1/2} \) for the energy scalar product \( a(\cdot, \cdot) \) (denoted \( b(\cdot, \cdot) \) in (5.2))

\[
a(v, w) := \int_\Omega \nabla v \cdot \nabla w \, dx \quad \text{for all } v, w \in H_0^1(\Omega)
\]

and the \( L^2 \)-scalar product \( b(\cdot, \cdot) \)

\[
b(v, w) := \int_\Omega vw \, dx \quad \text{for all } v, w \in H_0^1(\Omega)
\]
of the model eigenvalue problem

\[-\Delta u = \lambda u \quad \text{in } \Omega \quad \text{and} \quad u = 0 \quad \text{on } \partial \Omega.\]

The weak form of the eigenvalue problem reads

\[a(u, v) = \lambda b(u, v) \quad \text{for all } v \in V. \quad \tag{10.17}\]

On the continuous level, there exists a countable number of such eigenpairs with positive eigenvalues ordered increasingly which essentially depend on the polyhedral bounded Lipschitz domain \(\Omega \subset \mathbb{R}^d\).

Throughout this subsection, let \((\lambda, u)\) denote one fixed eigenpair with the \(\nu\)-th simple eigenvalue \(\lambda\) and corresponding eigenvector normalized via \(\|u\|_{L^2(\Omega)} = 1\) (the first eigenvalue for \(\nu = 1\) is always simple [99]). For simplicity, this subsection presents an analysis for the conforming FEM of order \(p\) or simplicity, this subsection presents an analysis for the conforming FEM of order \(p\) with \(V(\mathcal{T}) := S_0^p(\mathcal{T})\), which embeds the optimality results of [100, 101] in the general setting of this paper.

Let the number \(\nu\) of the simple eigenvalue \(\lambda\) be fixed throughout this section and kept constant also on any discrete level (without extra notation for this) and suppose \(\|h(\mathcal{T}_0)\|_{L^\infty(\Omega)}\) is so small that the discrete eigenvalue problem has at least \(\nu\) degrees of freedom and pick the discrete eigenpair

\[U(\mathcal{T}) := (\lambda(\mathcal{T}), u(\mathcal{T})) \in \mathcal{X}(\mathcal{T}) := \mathbb{R} \times V(\mathcal{T})\]

(of that fixed number \(\nu\)) with \(\|u(\mathcal{T})\|_{L^2(\Omega)} = 1\) and

\[a(u(\mathcal{T}), V) = \lambda(\mathcal{T}) b(u(\mathcal{T}), V) \quad \text{for all } V \in V(\mathcal{T}) = S_0^p(\mathcal{T}). \quad \tag{10.18}\]

Notice that the discrete eigenvalue \((\lambda(\mathcal{T})\) of number \(\nu\)) is simple for sufficiently small \(\|h(\mathcal{T}_0)\|_{L^\infty(\Omega)}\) and that the adaptive algorithm is supposed to solve the algebraic eigenvalue problems exactly with an (arbitrary) choice of the sign of \(u(\mathcal{T})\) (which does not enter the adaptive algorithm below but is assumed in the error measures to be somehow selected aligned with \(u\)). In fact, given any \(\mathcal{T} \in \mathcal{T}\) and \((\mu, V) \in \mathcal{X}(\mathcal{T}) := \mathbb{R} \times V(\mathcal{T})\), the residual-based a posteriori error estimator consists of the local contributions

\[\eta_T(\mathcal{F}; (\mu, V))^2 := h_T^2 \|\mu V + \Delta_T V\|_{L^2(\mathcal{T})}^2 + h_{\mathcal{T}} \|[(\partial_n V)]\|_{L^2(\partial\mathcal{T} \cap \Omega)}^2.\]

The axioms (A1)-(A4) follow for the error measure \(d[T; \cdot, \cdot]\) defined (independently of \(\mathcal{T}\)) by

\[d[\mathcal{T}; (\lambda, u), (\mu, v)] := \left(\|\lambda u - \mu v\|_{L^2(\Omega)}^2 + |u - v|_{H^1(\Omega)}^2\right)^{1/2} \quad \text{for all } (\lambda, u), (\mu, v) \in \mathcal{X}.\]

The arguments which imply optimal convergence of the adaptive algorithm are essentially contained in [100, 101] while the introduction of the error measure to allow for the abstract framework of this paper is a novel ingredient.

**Proposition 10.5.** Given positive integers \(\nu\) and \(p\) such that the \(\nu\)-th eigenvalue \(\lambda\) is simple and provided the initial mesh-size \(\|h(\mathcal{T}_0)\|_{L^\infty(\Omega)}\) of the initial triangulation \(\mathcal{T}_0\) is sufficiently small, the \(p\)-th order conforming finite element discretization (10.18) of the eigenvalue problem (10.17) with the above residual-based error estimator satisfy stability (A1), reduction (A2) with \(\rho_{\text{red}} = 2^{-1/d}\), general quasi-orthogonality (A3), discrete reliability (A4) with \(R(\mathcal{T}, \mathcal{T}) = \mathcal{T} \setminus \mathcal{T}\), and efficiency (A6) with \(\text{osc}(T; U(\mathcal{T})) = 0\). The constants \(C_{\text{stab}}, C_{\text{red}}, C_{\text{qo}}, C_{\text{drel}}, C_{\text{eff}} > 0\) depend only on \(\mathcal{T}\) and the polynomial degree \(p \in \mathbb{N}\).

The proof of the proposition requires two straight-forward algebraic identities.

**Lemma 10.6.** Suppose that \((\mu, v) := (\lambda(\mathcal{T}), u(\mathcal{T})) \in \mathcal{X}(\mathcal{T})\) and \((\hat{\mu}, \hat{v}) := (\lambda(\mathcal{T}), u(\mathcal{T})) \in \mathcal{X}(\mathcal{T})\) denote the discrete eigenvectors with respect to some refinement \(\mathcal{T} \subset \mathcal{T}\) and let \((\mu, u)\) denote the exact eigenvector. Then, it holds

\[|\hat{v} - v|_{H^1(\Omega)} = \mu - \hat{\mu} + \hat{\mu} \|\hat{v} - v\|_{L^2(\Omega)} \geq \mu - \hat{\mu} \geq 0, \quad \tag{10.19}\]

\[\|\hat{\mu} \hat{v} - \mu v\|_{L^2(\Omega)} = (\hat{\mu} - \mu)^2 + \mu \hat{\mu} \|\hat{v} - v\|_{L^2(\Omega)}^2 \leq (\mu - \hat{\mu}) |\hat{v} - v|_{H^1(\Omega)}^2. \quad \tag{10.20}\]
Proof. The Rayleigh-Ritz principle for the conforming discretizations leads to

\[ \lambda = |u|^2_{L^2(\Omega)} \leq \mu \leq \lambda(T) = |u(T)|^2_{L^2(\Omega)} \leq \lambda(T_0). \]

In particular, the differences of discrete eigenvalues in (10.19)-(10.20) are all non-negative. Direct calculations with \( b(\hat{v} + v, \hat{v} - v) = 0 \) from \( \|\hat{v}\|_{L^2(\Omega)} = 1 = \|v\|_{L^2(\Omega)} \) prove

\[ b(\hat{v}, \hat{v} - v) = \frac{1}{2}\|\hat{v} - v\|^2_{L^2(\Omega)} = b(v - \hat{v}, v). \quad \text{(10.21)} \]

The eigenvalue relations \( (|\hat{v}|^2_{H^1(\Omega)} = \hat{\mu} \text{ etc.}) \) show

\[ |\hat{v} - v|^2_{H^1(\Omega)} = \mu - \hat{\mu} + 2\mu(\hat{v} - v) = \mu - \hat{\mu} + 2\hat{\mu}b(\hat{v}, \hat{v} - v). \]

Together with the first equation in (10.21), this implies (10.19), which has been used before, e.g., in [101]. The left-hand side of (10.20) equals

\[ \text{together with the first equation in (10.21)}, \text{this implies (10.19), which has been used before, e.g., in [101].} \]

The remaining parts of the proof require a brief discussion on a sufficiently small mesh size \( \|h(T_0)\|_{L^\infty(\Omega)} \) up to sums of squares of some additional terms

\[ h_T \|\mu v - \mu v\|_{L^2(T)} \quad \text{for} \ T \in S \subset T. \]

Those extra terms motivate the error measure \( d[T; \cdot, \cdot] \) and, because of \( h_T \leq \|h(T_0)\|_{L^\infty(\Omega)} \), lead to the proof of (A1) without additional difficulty. The proof of the reduction (A2) with \( \rho_{\text{red}} = 2^{-1/d} \) follows the same lines and hence is not outlined here.

The remaining parts of the proof require a brief discussion on a sufficiently small mesh size \( \|h(T_0)\|_{L^\infty(\Omega)} \) of the initial triangulation \( T_0 \). Textbook analysis [102] proves the uniqueness of the algebraic eigenpair \((T), U(T)\) for sufficiently small \( \|h(T_0)\|_{L^\infty(\Omega)} \) and that the direction of \( \pm U(T) \) of the discrete eigenfunction \( U(T) \) can and will be chosen in alignment to \( u \) (via \( b(u, u(T)) > 0 \) in this proof) such that

\[ \|u - u(T)\|^2_{L^2(\Omega)} \leq o(\|h(T)\|_{L^\infty(\Omega)}) \|u - u(T)\|^2_{H^1(\Omega)} \]

holds for some Landau symbol \( \lim_{\delta \to 0} o(\delta) = 0 \) uniformly for all triangulations \( T \in T \). A less well-known discrete analog of (10.22) for all refinements \( \hat{T} \in T \) of \( T \in T \) with mesh-size \( h(T) \in P_0(T) \) reads

\[ \|u(\hat{T}) - u(T)\|^2_{L^2(\Omega)} \leq o(\|h(T)\|_{L^\infty(\Omega)}) \|u(\hat{T}) - u(T)\|^2_{H^1(\Omega)}. \]

The proof of (10.23) follows from elliptic regularity and the combination of [101, Lemma 3.3–3.4] for a simple eigenvalue \( \lambda \). Without loss of generality, we may and will suppose that the function \( o(\delta) \) is monotone increasing in \( \delta \) so that \( o(\|h(T)\|_{L^\infty(\Omega)}) \leq o(\|h(T_0)\|_{L^\infty(\Omega)}) \leq 1/(2\delta(T_0)) \). The reliability of the error estimators requires some sufficiently small mesh-size as well. For some sufficiently small mesh-size \( \|h(T_0)\|_{L^\infty(\Omega)} \) of the initial triangulation \( T_0 \), [101, Lemma 3.5] reads, in the above notation, as

\[ |u(\hat{T}) - u(T)|^2_{H^1(\Omega)} \lesssim \|\text{Res}(\hat{T}; U(T))\|^2_{V(\hat{T})}. \]
in terms of the discrete dual norm $\| \cdot \|_{V(\hat{T})}$. It is a standard argument in the linear theory of Section 4.1 to estimate the discrete dual norm of the residual

$$\text{Res}(\mathcal{T}; U(\mathcal{T})) := b(\lambda(\mathcal{T}) u(\mathcal{T}), \cdot) - a(u(\mathcal{T}), \cdot) \in V(\hat{T})^*$$

(just replace $f$ on the right hand side by $\lambda(T) u(T)$ in the Poisson model problem) by

$$\| \text{Res}(\mathcal{T}; U(\mathcal{T})) \|_{V(\hat{T})}^2 \lesssim \sum_{T \in \mathcal{R}(\mathcal{T}, \hat{T})} \eta_T(\mathcal{T}; U(\mathcal{T}))^2$$

with $\mathcal{R}(\mathcal{T}, \hat{T}) := \hat{T} \setminus \mathcal{T}$. The combination of the aforementioned estimates verifies

$$\| u(\hat{T}) - u(\mathcal{T}) \|_{H^1(\Omega)}^2 \lesssim \sum_{T \in \mathcal{R}(\mathcal{T}, \hat{T})} \eta_T(\mathcal{T}; U(\mathcal{T}))^2.$$

The inequality in (10.20) and $\bar{\mu} \leq \mu \leq \lambda(\mathcal{T}_0)$ prove for $(\mu, v) := U(\mathcal{T})$ and $(\hat{\mu}, \hat{v}) := U(\hat{T})$ that

$$d[\mathcal{T}; U(\mathcal{T}), U(\mathcal{T})]^2 = \| \hat{\mu} - \mu \|^2_{L^2(\Omega)} + |\hat{v} - v|^2_{H^1(\Omega)} \leq (1 + \lambda(\mathcal{T}_0))|u(\hat{T}) - u(\mathcal{T})|^2_{H^1(\Omega)}.$$ (10.24)

The combination of the previous two displayed estimates proves the discrete reliability (A4) with a constant $C_{\text{rel}}$ which depends only on $T$.

The convergence of the conforming finite element discretization is understood from Textbook analysis [102] or (10.22) and so Lemma 3.3 reveals reliability (3.7). Efficiency is proved in [103, Lemma 4.2] for general $p \geq 1$ and relies on sufficiently small $\| h_0 \|_{L^\infty(\Omega)} \ll 1$.

The proof of the general quasi-orthogonality (A3) with $\varepsilon_{\text{qm}} = 0$ starts with a combination of (10.19) and (10.23) with $o(\| h(\mathcal{T}) \|_{L^\infty(\Omega)}) \leq o(\| h(\mathcal{T}_0) \|_{L^\infty(\Omega)}) \leq 1/(2\lambda(\mathcal{T}_0))$. This proves

$$\| u(\hat{T}) - u(\mathcal{T}) \|_{H^1(\Omega)}^2 - \lambda(\mathcal{T}) + \lambda(\hat{T}) \| \leq \frac{1}{2} |u(\hat{T}) - u(\mathcal{T})|^2_{H^1(\Omega)}.$$

The first conclusion is the equivalence

$$|u(\hat{T}) - u(\mathcal{T})|^2_{H^1(\Omega)} \simeq \lambda(\mathcal{T}) - \lambda(\hat{T}).$$

With (10.24), the second equivalence is, for all refinements $\hat{T} \in \mathbb{T}$ (4.6) of $\mathcal{T} \in \mathbb{T}$, that

$$\| u(\hat{T}) - u(\mathcal{T}) \|_{H^1(\Omega)}^2 \simeq \lambda(\mathcal{T}) - \lambda(\hat{T}).$$ (10.25)

Exploit the equivalence (10.25) in the proof of the general quasi-orthogonality with $(\lambda_k, u_k) := U_k := U(\mathcal{T}_k)$ to verify, for any $\ell, N \in \mathbb{N}_0$ with $N \geq \ell$, that

$$\sum_{k=\ell}^N d[\mathcal{T}; U_{k+1}, U_k]^2 \lesssim \lambda_{\ell + N + 1} \lesssim d[\mathcal{T}; U_{N+1}, U_\ell]^2.$$

The combination with the discrete reliability (A4) concludes the proof of the general quasi-orthogonality (A3) with $\varepsilon_{\text{qm}} = 0$ such that $C_{\text{qm}}$ only depends on $\mathbb{T}$. □

**Consequence 10.7.** Given sufficiently small $\| b(\mathcal{T}_0) \|_{L^\infty(\Omega)}$, the adaptive algorithm leads to convergence with quasi-optimal rate in the sense of Theorem 4.1 and Theorem 4.5. □

Numerical examples can be found in [101, 103] with the generalization to inexact solve and even optimal computational complexity under realistic assumptions on the performance of the underlying algebraic eigenvalue solver [103].

This section focussed on a simple eigenvalue $\lambda$ while clusters of eigenvalues require a simultaneous adaptive mesh-refinement with respect to all affected eigenvectors [104] beyond the scope of this paper. An optimal nonconforming adaptive FEM has recently been analyzed in [105] with guaranteed lower eigenvalue bounds.
11. Non-Trivial Boundary Conditions

The literature on adaptive finite elements focusses on homogeneous Dirichlet conditions with the only exception of [35–37]. This section extends the previous results to non-homogeneous boundary conditions of mixed Dirichlet-Neumann-Robin type where inhomogeneous Dirichlet conditions enforce some additional discretization error. The present section improves [37] and shows that standard Dörfler marking (2.5) leads to convergence with quasi-optimal rates if the Scott-Zhang projection [96] is used for the discretization of the Dirichlet data [37, 106]. The heart of the analysis is the application of the modified mesh-width function $h(T, k)$ from Proposition 8.6.

11.1. Model problem

The Laplace model problem in $\mathbb{R}^d$ for $d \geq 2$ with mixed Dirichlet-Neumann-Robin boundary conditions splits the boundary $\Gamma$ of the Lipschitz domain $\Omega \subset \mathbb{R}^d$ into three (relatively) open and pairwise disjoint boundary parts $\partial \Omega = \Gamma_D \cup \Gamma_N \cup \Gamma_R$. Given data $f \in L^2(\Omega)$, $g_D \in H^1(\Gamma_D)$, $\phi_N \in L^2(\Gamma_N)$, $\phi_R \in L^2(\Gamma_R)$, and $\alpha \in L^\infty(\Gamma_R)$ with $\alpha \geq \alpha_0 > 0$ almost everywhere on $\Gamma_R$, the problem seeks $u \in H^1(\Omega)$ with

\begin{align}
-\Delta u &= f \quad \text{in } \Omega, \quad (11.1a) \\
u &= g_D \quad \text{on } \Gamma_D, \quad (11.1b) \\
\partial_n u &= \phi_N \quad \text{on } \Gamma_N, \quad (11.1c) \\
\phi_R - \alpha u &= \partial_n u \quad \text{on } \Gamma_R. \quad (11.1d)
\end{align}

The presentation focusses on the case that $|\Gamma_D|, |\Gamma_R| > 0$, with possibly $\Gamma_N = \emptyset$. The cases $\Gamma_D = \emptyset$ and $|\Gamma_R| > 0$, $|\Gamma_D| > 0$ and $\Gamma_R = \emptyset$, as well as the pure Neumann problem $\Gamma_N = \partial \Omega$ are also covered by the abstract analysis of Sections 2–4.

11.2. Weak formulation

The weak formulation of (11.1) seeks $u \in \mathcal{X} := H^1(\Omega)$ such that

\begin{align}
u &= g_D \quad \text{on } \Gamma_D \quad \text{in the sense of traces} \quad (11.2a)
\end{align}

and all $v \in H^1_D(\Omega) := \{v \in H^1(\Omega) : v = 0 \text{ on } \Gamma_D\}$ satisfy

\begin{align}
b(u, v) := \int_\Omega \nabla u \cdot \nabla v \, dx + \int_{\Gamma_R} \alpha u v \, ds &= RHS(v) \quad (11.2b)
\end{align}

with

\begin{align}
RHS(v) := \int_\Omega fv \, dx + \int_{\Gamma_N} \phi_N v \, ds + \int_{\Gamma_R} \phi_R v \, ds. \quad (11.2c)
\end{align}

Since $|\Gamma_R| > 0$ and $\alpha \geq \alpha_0 > 0$, the norm $\| \cdot \| := b(\cdot, \cdot)^{1/2}$ is equivalent to the $H^1(\Omega)$-norm.

Let $u_D \in H^1(\Omega)$ with $u_D|_{\Gamma} = g_D$ be an arbitrary lifting of the given Dirichlet data and set $u_0 := u - u_D \in H^1_D(\Omega)$. Then, (11.2) is equivalent to seek $u_0 \in H^1_D(\Omega)$ with

\begin{align}
b(u_0, v) = RHS(v) - b(u_D, v) \quad \text{for all } v \in H^1_D(\Omega). \quad (11.3)
\end{align}

According to the Lax-Milgram theorem, the auxiliary problem (11.3) admits a unique solution $u_0 \in H^1(\Omega)$ and thus $u := u_0 + u_D$ is the unique solution of (11.2).
11.3. FEM discretization and approximation of Dirichlet data

Assume the initial triangulation \( T_0 \), and hence all triangulations \( T \in T \) of \( \Omega \), to resolve the boundary conditions in the sense that for all facets \( E \subset \partial \Omega \) on the boundary, there holds \( E \subseteq \partial T \) for some \( \gamma \in \{ \Gamma_D, \Gamma_N, \Gamma_R \} \) and suppose newest vertex bisection. Let \( X(T) = \mathcal{P}^p(T) := \mathcal{P}^p(T) \cap H^1(\Omega) \) and \( S^p_0(T) := \mathcal{P}^p(T) \cap H^1_0(\Omega) \) with fixed polynomial order \( p \geq 1 \) and \( \mathcal{P}^p(T) \) from (5.3) above. To discretize the given Dirichlet data \( g_D \), for any given mesh \( T \in T \), choose an approximation

\[
G_D(T) = \left\{ V|_{\Gamma_D} : V \in \mathcal{S}^p(T) \right\}
\]

of the Dirichlet data \( g_D \). Here and throughout this section, let \( T|_{\Gamma_D} := \{ T|_{\Gamma_D} : T \in T \} \) denote the restriction of the volume mesh to the Dirichlet boundary \( \Gamma_D \), and \( \mathcal{S}^p(T|_{\Gamma_D}) \) is the discrete trace space.

A convenient way to choose this approximation independently of the spatial dimension is the Scott-Zhang projection \([36, 37, 106, 107]\). With the local mesh-width function \( \Delta(T) \) differs only by adding an oscillation term to control the approximation of the Dirichlet data \([36, 37, 106, 107]\).

As in the continuous case, (11.4) admits a unique solution and satisfies all assumptions of Section 2 with \( d[T; v, w] = \|v - w\| \) and \( C_\Delta = 1 \).

11.4. Quasi-optimal convergence

The derivation of the residual-based error estimator \( \eta(T, \cdot) \) follows similarly to the homogeneous case and differs only by adding an oscillation term to control the approximation of the Dirichlet data \([36, 37, 106, 107]\).

With the local mesh-width function \( h(T) \) from Section 8, the local contributions read

\[
\eta_T(T; V) := \|h(T)(f + \Delta_T V)\|_{L^2(T)}^2 + \|h(T)^{1/2} \partial_n V\|_{L^2(\partial T; \Omega)}^2 + \|h(T)^{1/2}(\phi_R - \alpha V - \partial_n V)\|_{L^2(\partial T; \Gamma_N)}^2 + \|h(T)^{1/2}(\phi_N - \partial_n V)\|_{L^2(\partial T; \Gamma_N)}^2 + \text{dir}_T(T)^2,
\]

where

\[
\text{dir}_T(T) := \|h(T)^{1/2}(1 - \Pi_{p-1}(T|_{\Gamma_D}))\nabla \Phi g_D\|_{L^2(\partial T; \Gamma_D)}
\]

and \( \Pi_{p-1}(T|_{\Gamma_D}) : L^2(\Gamma_D) \rightarrow \mathcal{P}^{p-1}(T|_{\Gamma_D}) := \{ V|_{\Gamma_D} : V \in \mathcal{P}^{p-1}(T) \} \) is the (piecewise) \( L^2 \)-orthogonal projection, and \( \nabla_T(\cdot) \) denotes the surface gradient.

For each facet \( E \subset \partial \Omega \), there exists a unique element \( E \in T \) such that \( E \subset \partial T \). In particular, \( h(T) \) also induces a local mesh-size function on \( \gamma \in \{ \Gamma_D, \Gamma_N, \Gamma_R \} \).

The following proposition shows that inhomogeneous (and mixed) boundary data fit in the framework of our abstract analysis. Emphasis is on the novel quasi-orthogonality (A3) which improves the analysis of \([37]\) on separate Dörfler marking. The novel mesh-size function \( h(T, k) \) establishes optimal convergence of Algorithm 2.2 with the standard Dörfler marking (2.5).

**Proposition 11.1.** The estimator \( \eta(\cdot) \) satisfies stability (A1), reduction (A2), quasi-orthogonality (A3), discrete reliability (A4), and efficiency (4.6). The discrete reliability (A4) holds with \( \mathcal{R}(T, \tilde{T}) := \omega^5(T; \tilde{T} \setminus T) \) (as defined in Section 8.1), and the oscillation terms in the efficiency axiom (4.6) reads

\[
\text{osc}(T; U(T))^2 := \text{dir}(T)^2 + \min_{F \in \mathcal{P}^{p-1}(T)} \|h(T)(f - F)\|_{L^2(\Omega)}^2 + \min_{\Phi \in \mathcal{P}^{p-1}(T|_{\Gamma_N})} \|h(T)^{1/2}(\Phi - \Phi)\|_{L^2(\Gamma_N)}^2 + \min_{\Phi \in \mathcal{P}^{p-1}(T|_{\Gamma_R})} \|h(T)^{1/2}(\Phi - \Phi)\|_{L^2(\Gamma_R)}^2.
\]
Proof. Efficiency (4.6) can be found in [106, 107] or [37, Proposition 3]. The proof of (11.5) follows similarly to that of Proposition 5.1 and exploits that $\Delta_T U(T)|_T$ is a polynomial of degree $\leq p - 2$.

The proofs of stability (A1) and reduction (A2) are verbatim to the case with $\Gamma_R = \emptyset$ from [37, Proposition 11]. The proof of discrete reliability (A4) is more involved, however, the difficulties arise only due to the approximation of the Dirichlet data and the non-local $H^{1/2}(\Gamma_D)$-norm. The proof in [37, Proposition 21] for $\Gamma_R = \emptyset$ generalizes to the present case.

It remains to verify the quasi-orthogonality (B3) which implies (A3) by virtue of Lemma 3.6. Recall the modified mesh-size function $h(T, 5)$ and the patch $\omega^5(T; T \setminus \hat{T}) \subseteq T$ from Section 8 for $k = 5$. It is proved in [37, Lemma 20] for $\Gamma_R = \emptyset$ that there holds for all $\varepsilon_{q_0} > 0$

$$\|U(\hat{T}) - U(T)\|^2 \leq \|u - U(T)\|^2 - (1 - \varepsilon_{q_0})\|u - U(\hat{T})\|^2 + \text{C}_{\text{pyth}}\varepsilon_{q_0}^{-1}\|(J(\hat{T}|_{\Gamma_D}) - J(T|_{\Gamma_D}))g_D\|^2_{H^{1/2}(\Gamma_D)},$$

where $\text{C}_{\text{pyth}} > 0$ depends only on $T$ and $\Gamma_D$. Although [37] considers $\Gamma_R = \emptyset$ and hence $\|\cdot\| = \|\nabla(\cdot)\|_{L^2(\Omega)}$, the proof transfers to the present case.

The focus in the derivation of (B3) is the last term on the right-hand side $\mu(T)^2 - \mu(\hat{T})^2$. First, let $\omega^5_D(T; \overline{T}) \subseteq T|_{\Gamma_D}$ denote the set of all facets $E$ of $T$ with $E \subseteq \overline{T} \cap \bigcup \omega^5(T; T \setminus \hat{T})$. It is part of the proof of [37, Proposition 21] that there exists a uniform constant $C_{24} > 0$ such that any mesh $T \in \mathcal{T}$ and all refinements $\hat{T}$ of $T$ satisfy

$$\|(J(T)|_{\Gamma_D}) - J(T|_{\Gamma_D})\|_{L^2(\Gamma_D)} \leq C_{24}\|\mu(T)^{1/2}(1 - \Pi_{p-1}(T|_{\Gamma_D}))\|_{L^2(\Omega)}\|\nabla(\cdot)\|_{L^2(\Omega)}$$

for all $v \in H^1(\Gamma_D)$. We note that this estimate hinges on the use of newest vertex bisection in the sense that the constant $C_{24}$ depends on the shape of all possible patches. For newest vertex bisection, only finitely many pairwise different patch shapes can occur.

Secondly, this estimate is applied for $v = g_D$. The definition of $h(T, 5)$ in Proposition 8.6 implies

$$h(\hat{T}, 5) \leq h(T, 5) \quad \text{pointwise on all } T \in \mathcal{T},$$

$$h(\hat{T}, 5) \leq \rho_h h(T, 5) \quad \text{pointwise on all } T \in \omega^5(T; T \setminus \hat{T}),$$

for some independent constant $0 < \rho_h < 1$. Hence

$$(1 - \rho_h) h(T, 5) \leq h(T, 5) \quad \text{pointwise on all } T \in \mathcal{T}.$$

This implies

$$\|h(T, 5)^{1/2}(1 - \Pi_{p-1}(T|_{\Gamma_D}))\|_{L^2(\Omega)} \leq \|h(\hat{T}, 5)^{1/2}(1 - \Pi_{p-1}(T|_{\Gamma_D}))\|_{L^2(\Omega)}.$$ 

This and the elementwise best-approximation property of $\Pi_{p-1}(\hat{T}|_{\Gamma_D})$ prove that

$$\|h(T, 5)^{1/2}(1 - \Pi_{p-1}(T|_{\Gamma_D}))\|_{L^2(\Omega)} \leq \|h(\hat{T}, 5)^{1/2}(1 - \Pi_{p-1}(T|_{\Gamma_D}))\|_{L^2(\Omega)}.$$ 

With $h(T) \leq C_{13} h(T, 5)$ from Proposition 8.6, this implies

$$(1 - \rho_h) C_{13}^{-1}\|h(T)^{1/2}(1 - \Pi_{p-1}(T|_{\Gamma_D}))\|_{L^2(\Omega)} \leq \|h(\hat{T}, 5)^{1/2}(1 - \Pi_{p-1}(T|_{\Gamma_D}))\|_{L^2(\Omega)}.$$ 

The combination of the previous arguments leads to

$$\|(J(T)|_{\Gamma_D}) - J(T|_{\Gamma_D})\|_{H^{1/2}(\Gamma_D)} \leq C_{24} C_{13}(1 - \rho_h)^{-1}(\mu(T)^2 - \mu(\hat{T})^2).$$ 

Since $\mu(T)^2 \leq \sum_{T \in \mathcal{T}} \text{osc}_T(T)^2 \leq \eta(T; U(T))$, there also holds (B3b). This concludes the proof. \qed
Remark 11.2. We briefly comment on the case $\Gamma_R = \emptyset$ with

$$\|v\|^2 := \|\nabla v\|_{L^2(\Omega)}^2 + \|v\|_{H^{1/2}(\Gamma_D)}^2 \neq b(v,v)$$

The Rellich compactness theorem guarantees that $\| \cdot \|$ is an equivalent norm in $H^1(\Omega)$. The combination with [37, Lemma 20] (i.e. (11.6) with $\| \cdot \| = \| \nabla(\cdot) \|_{L^2(\Omega)}$) proves for sufficiently small $\varepsilon_{qo} \ll 1$ that

$$\|U(\hat{T}) - U(T)\|^2 \leq \|\nabla(u - U(T))\|_{L^2(\Omega)}^2 + (1 - \varepsilon_{qo})\|\nabla(u - U(\hat{T}))\|_{L^2(\Omega)}^2 + \tilde{C}_{\text{pyth}}\varepsilon_{qo}^{-1}\|(J(\hat{T}|\Gamma_D) - J(T|\Gamma_D))gD\|_{H^{1/2}(\Gamma_D)}^2.$$  (11.7)

With (11.7) instead of (11.6), the arguments in the proof of Proposition 11.1 remain valid.

Consequence 11.3. The adaptive algorithm leads to convergence with quasi-optimal rate for the estimator $\eta(T; U(T))$ in the sense of Theorem 4.1. For quasi-optimal rates of the discretization error in the sense of Theorem 4.5, additional regularity of the data has to be imposed for higher-order elements $p \geq 1$, cf. Consequence 5.2.

Numerical examples which underline the above result can be found for 2D in [93] and for 3D in [37].
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