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ABSTRACT. In this article we consider boundary value problems for systems of ordinary differential equations with singularities. We discuss the analytical properties of such systems and put forward polynomial collocation for their numerical solution. We also discuss further prerequisites necessary for an efficient open domain code — a posteriori error estimation and a grid adaptation strategy. Finally, we present the scope and the performance of our new MATLAB code bvpsuite designed to solve singular boundary value problems and index-1 differential algebraic equations.


1. INTRODUCTION

We deal with the numerical solution of singular boundary value problems of the form

\begin{align}
(1a) \quad z'(t) &= \frac{M(t)}{t^\alpha} z(t) + f(t, z(t)), \quad t \in (0, 1], \\
(1b) \quad B_0 z(0) + B_1 z(1) &= \beta,
\end{align}

where \( \alpha \geq 1 \), \( z \) is an \( n \)-dimensional real function, \( M \) is a smooth \( n \times n \) matrix and \( f \) is an \( n \)-dimensional smooth function on a suitable domain. \( B_0 \) and \( B_1 \) are constant matrices which are subject to certain restrictions for a well-posed problem. (1a) is said to feature a singularity of the first kind for \( \alpha = 1 \), while for \( \alpha > 1 \) the problem has a singularity of the second kind, also commonly referred to as essential singularity. The analytical properties of (1) have been discussed in [13, 16]. We will recapitulate the most important results in Section 2, where we focus on the most general boundary conditions which guarantee well-posedness of the problem.

To compute the numerical solution of (1), in Sections 3 and 4 we use polynomial collocation. Our decision to use collocation was motivated by its advantageous convergence properties for (1), while in the presence of a singularity other high order methods show order reductions and become
inefficient [17]. Motivated by these observations, we have implemented two MATLAB codes for singular boundary value problems [4, 22].

For higher efficiency, we also discuss estimation of the global error in Section 5 and adaptive mesh selection in Section 6. Transformation of problems posed on semi-infinite intervals to $[0, 1]$ makes the solution of such problems also accessible by our methods. All these algorithmic components have been integrated into two MATLAB codes. \texttt{sbvp} solves explicit first order ODEs [4], while \texttt{bvpsuite} can be applied to arbitrary order problems also in implicit formulation and differential algebraic equations [22]. Moreover, a pathfollowing strategy extends the scope of our code, see Section 7. In Section 8, we assess the performance of our implementation by comparisons with other, well-established collocation software. Examples from relevant applications illustrate the achievements possible with our implementation in Section 9.

1.1. Notation. Throughout the paper, the following notation is used. For functions $y \in C[0, 1]$, we define the maximum norm,

$$\|y\| := \max_{0 \leq t \leq 1} |y(t)|.$$

For the numerical analysis, we define meshes

$$\Delta := (\tau_0, \tau_1, \ldots, \tau_N),$$

and

$$h_i := \tau_{i+1} - \tau_i, \quad J_i := [\tau_i, \tau_{i+1}], \quad i = 0, \ldots, N - 1, \quad \tau_0 = 0, \quad \tau_N = 1.$$

For reasons of simplicity, we restrict the discussion to equidistant meshes,

$$h_i = h, \quad i = 0, \ldots, N - 1.$$

However, the results also hold for nonuniform meshes which have a limited variation in the stepsizes, cf. [14]. On $\Delta$, we define corresponding grid vectors

$$u_\Delta := (u_0, \ldots, u_N) \in \mathbb{R}^{(N+1)n}.$$

The norm on the space of grid vectors is given by

$$\|u_\Delta\|_\Delta := \max_{0 \leq k \leq N} |u_k|.$$

For a continuous function $y \in C[0, 1]$, we denote by $R_\Delta$ the pointwise projection onto the space of grid vectors,

$$R_\Delta(y) := (y(\tau_0), \ldots, y(\tau_N)).$$
For collocation, \( m \) points \( t_{i,j}, \ j = 1, \ldots, m \), are inserted in each subinterval \( J_i \). We choose the same distribution of collocation points in every subinterval, thus yielding the (fine) grid\(^1\)

\[
\Delta^m = \Delta \cup \{t_{i,j} = \tau_i + \rho_j h, \ i = 0, \ldots, N - 1, \ j = 1, \ldots, m\},
\]

with

\[
0 < \rho_1 < \rho_2 \cdots < \rho_m \leq 1.
\]

For reasons of convenience, we define \( \rho_{m+1} := 1 \). We restrict ourselves to grids where \( \rho_1 > 0 \) to avoid a special treatment of the singular point \( t = 0 \) \([11]\). For a grid \( \Delta^m \), \( u_{\Delta^m} \), \( \| \cdot \|_{\Delta^m} \) and \( R_{\Delta^m} \) are defined analogously to (4)–(6).

\[\text{Figure 1. The computational grid}\]

2. Analytical Results

First, we discuss the analytical properties of linear boundary value problems with a singularity of the first kind,

\[
\begin{align*}
\label{eq:9a}
z'(t) = \frac{M(t)}{t}z(t) + f(t), & \quad t \in (0, 1], \\
B_0 z(0) + B_1 z(1) = \beta. & \end{align*}
\]

Throughout, we assume \( M \in C^1[0, 1] \). Consequently, we can rewrite \( M(t) \) and obtain

\[
M(t) = M(0) + tC(t)
\]

with a continuous matrix \( C(t) \).

It was shown in \([13]\) that the form of the boundary conditions \( (9b) \) which guarantee that \( (9) \) has a unique, continuous solution depends on the spectral properties of the coefficient matrix \( M(0) \). To avoid fundamental modes of \( (9a) \) which have the form \( \cos(\sigma \ln(t)) + i \sin(\sigma \ln(t)) \), we assume that zero is the only eigenvalue of \( M(0) \) on the imaginary axis.

\(^1\)For convenience, we denote \( \tau_i \) by \( t_{i,0} = t_{i-1,m+1}, \ i = 1, \ldots, N \).
Now, let $S$ denote a projection onto the invariant subspace which is associated with eigenvalues of $M(0)$ which have positive real parts, and $R$ a projection onto the kernel of $M(0)$. Finally, define

$$P := S + R, \quad Q := I - P,$$

where $I$ denotes the identity matrix in $\mathbb{R}^n$.

In [13] it was shown that the boundary value problem (9) is well-posed iff the boundary conditions (9b) can equivalently be written as

$$Qz(0) = Rz(0) = \gamma \in \ker(M(0)),$$

$$Sz(1) = S\eta, \quad \eta \in \mathbb{R}^n.$$

Note that (12a) could also be written equivalently as

$$Qz(0) = 0, \quad \tilde{B}_0 Rz(0) + \tilde{B}_1 Rz(1) = \tilde{\beta},$$

with suitable matrices $\tilde{B}_0, \tilde{B}_1 \in \mathbb{R}^{r \times n}$ and $\tilde{\beta} \in \mathbb{R}^r$. This does not change our arguments, however, so for reasons of simplicity we use (12a).

It follows from the variation of constant formula that, for any $0 < b \leq 1$, every solution $z$ of (9a) satisfies the integral equation

$$z(t) = \left(\frac{t}{b}\right)^{M(0)} z(b) + t^{M(0)} \int_b^t \tau^{M(0)} (C(\tau)z(\tau) + f(\tau)) \, d\tau.$$

For sufficiently small $b$, (14) can be shown to have a unique continuous solution on $[0, b]$, and classical theory yields the existence of a unique solution of (9) on $[0, 1]$.

For the analysis of the nonlinear case, i.e., (1) with $\alpha = 1$, we make the following assumptions:

1. Equation (1) has an isolated solution $z \in C[0, 1] \cap C^1(0, 1)$. This means that

$$u'(t) = \frac{M(t)}{t} u(t) + A(t) u(t), \quad t \in (0, 1],$$

$$B_0 u(0) + B_1 u(1) = 0,$$

where

$$A(t) := \frac{\partial f(t, z)}{\partial z}(t, z(t)),$$

has only the trivial solution. This is equivalent to the local uniqueness of the solution $z$ [18].

With the solution $z$ and a $\rho > 0$ we associate the spheres

$$S_\rho(z(t)) := \{y \in \mathbb{R}^n : |z(t) - y| \leq \rho\}$$

and the tube

$$T_\rho := \{(t, y) : t \in [0, 1], y \in S_\rho(z(t))\}.$$
(2) \( f(t, z) \) is continuously differentiable with respect to \( z \), and \( \frac{\partial f(t, z)}{\partial z} \) is continuous on \( T_\rho \).

For this situation, the following smoothness properties hold, for a proof see [13]:

**Theorem 1.** Let \( f \) be \( p \) times continuously differentiable on \( T_\rho \) and \( M \in C_{p+1}[0, 1] \). Then

1. \( z \in C^{p+1}(0, 1] \).
2. If all the eigenvalues of \( M(0) \) have nonpositive real parts, then \( z \in C^{p+1}[0, 1] \).
3. Let \( \sigma_+ > p \) denote the smallest of the positive real parts of the eigenvalues of \( M(0) \) and \( n_0 \) the dimension of the largest Jordan box associated with the eigenvalue zero in the Jordan canonical form of \( M(0) \). Then the following statements hold:
   - For \( \sigma_+ < p + 1 \), \( |z^{(p+1)}(t)| \leq \text{const} t^{\sigma_+-p-1}(|\ln(t)|^{n_0-1} + 1) \).
   - For \( \sigma_+ = p + 1 \), \( |z^{(p+1)}(t)| \leq \text{const} (|\ln(t)|^{n_0} + 1) \).
   - For \( \sigma_+ > p + 1 \), \( z \in C^{p+1}[0, 1] \).

Motivated by the last result, we will assume throughout this paper that \( \sigma_+ > 1 \) to ensure that \( z \in C^1[0, 1] \). Note that if this assumption is not satisfied, we can transform the equation (1a) by letting \( t \to t^\lambda \), \( 1 > \lambda > 0 \), whence \( \sigma_+ \to \sigma_+ / \lambda \). Thus, the assumption \( \sigma_+ > 1 \) imposes no restriction of generality.

Next we formulate the corresponding result for problems with an essential singularity,

\[
T(t)z'(t) = f(t, z(t)), \quad t \in (0, 1],
\]

\[
z \in C[0, 1] \cap C^1(0, 1],
\]

\[
B_0 z(0) + B_1 z(1) = \beta,
\]

where \( z \) is a vector-valued function of dimension \( n \), \( B_0, B_1 \in \mathbb{R}^{p \times n} \), \( \beta \in \mathbb{R}^p \),

\[
T(t) := \text{diag}(t^{\alpha_1}I_1, t^{\alpha_2}I_2, \ldots, t^{\alpha_\ell}I_\ell),
\]

and the \( I_k \) are unit matrices with either \( \alpha_k \geq 1 \) for \( 1 \leq k \leq \ell \), or \( \alpha_k \geq 1 \) for \( 1 \leq k \leq \ell - 1 \) and \( \alpha_\ell = 0 \). Again, it turns out that (16) is equivalent to \( n - p \) linearly independent constraints on \( z(0) \), and (17) should provide \( p \) additional conditions to ensure local uniqueness of the solution [16].

To formulate smoothness results for nonlinear problems (15)–(17), we first make a number of assumptions:

(N1): Problem (15)–(17) has a solution \( z(t) \). With this solution and some \( \rho > 0 \) are again associated the spheres \( S_\rho(z(t)) \) and tube \( T_\rho(z) \).
(N2): For some $\rho > 0$, $f(t, z(t))$ is continuously differentiable with respect to $z$, and $\frac{\partial f}{\partial z}(t, z)$ is continuous on $T_\rho(z)$.

(N3): For all $y \in S_\rho(z(0))$, the matrix

$$M(y) := \frac{\partial f}{\partial z}(0, y)$$

has the fixed block upper triangular structure

$$
\begin{pmatrix}
M_{11} & M_{12} & \ldots & M_{1\ell} \\
0 & M_{22} & \ldots & M_{2\ell} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & M_{\ell\ell}
\end{pmatrix},
$$

(19)

In addition, for the matrix

$$M := M(z(0)),$$

each submatrix $M_{kk}$ is a square matrix of the same size as $I_k$ and is assumed to be nonsingular when $\alpha_k \neq 0$ and has no eigenvalues that are purely imaginary. When $\alpha_\ell = 0$ then $M_{\ell\ell} = 0$.

(N4): If $P$ corresponds with the same projection as for problems with a singularity of the first kind in (11) (and likewise $R$ used below), then $\text{rank}(P) = p$ from (17).

(N5): The solution $z(t)$ is isolated.

The requirement that the solution of (15) be continuous at $t = 0$ implies the following restriction on the solution:

$$
(I - R)f(0, z(0)) = 0.
$$

This immediately yields

**Lemma 2.1.** Let $z$ satisfy (15) and (16). Then $Tz' \in C[0, 1]$ and

$$
\lim_{t \to 0^+} T(t)z'(t) = Rz'(0).
$$

This lemma says that any component $z_i$ of $z$ in a block associated with $\alpha_k \geq 1$ satisfies $\lim_{t \to 0^+} t^{\alpha_k}z_i(t) = 0$, while the components (if any) associated with $\alpha_r = 0$ are in $C^1[0, 1]$. This smoothness result can be extended if further restrictions are imposed on the problem.

**Lemma 2.2.** Assume that

1. (N1)–(N5) hold.
2. All $\alpha_k$ are integers.
3. The real parts of the eigenvalues of the matrix $M_{kk}$ are negative whenever $\alpha_k = 1$.
4. $f \in C^m(T_\rho(z))$.

Then, $z \in C^m[0, 1] \cap C^{m+1}(0, 1]$. 
3. COLLOCATION METHODS

In this section, we discuss collocation with continuous, piecewise polynomial functions of degree \( \leq m \).

Let us denote by \( B_m \) the Banach space of continuous, piecewise polynomial functions \( q \in P_m \) of degree \( \leq m \), \( m \in \mathbb{N} \) (m is called the stage order of the method), equipped with the norm \( \| \cdot \| \). As an approximation for the exact solution \( z \) of (1), we define an element of \( B_m \) which satisfies the differential equation (1a) at a finite number of points and which is subject to the same boundary conditions. Thus, we are seeking a function \( p(t) = p_i(t), \ t \in J_i, \ i = 0, \ldots, N - 1, \) in \( B_m \) which satisfies

\[
 p'(t_{i,j}) = \frac{M(t_{i,j})}{t_{i,j}} p(t_{i,j}) + f(t_{i,j}, p(t_{i,j})),
\]

\( i = 0, \ldots, N - 1, \ j = 1, \ldots, m, \) (21a)

\[
 B_0 p(0) + B_1 p(1) = \beta.
\]

We consider collocation on general grids \( \Delta^m \) (see (7)), subject to the restriction \( \rho_1 > 0 \).

In [24] the following convergence result was proven for problems with a singularity of the first kind, \( \alpha = 1 \) in (21a):

**Theorem 2.** Assume that \( M \in C^{m+2}[0, 1], f \) is \( m + 1 \) times continuously differentiable in \([0, 1] \times \mathbb{R}^n\) with \( \frac{\partial f}{\partial z} \) bounded in that domain and \( \sigma_+ > m + 2 \). Then the collocation scheme (21) has a unique solution \( p \in B_m \) in a neighborhood of an isolated solution \( z \in C^{m+2}[0, 1] \) of (1). This solution can be computed using Newton’s method, which converges quadratically. Moreover,

\[
 \|p - z\| = O(h^m),
\]

\[
 \left\| \frac{M(0)}{t} (p(t) - z(t)) \right\| = O(h^m), \quad t \in [0, 1],
\]

\[
 \|p^{(k+1)} - z^{(k+1)}\| = O(h^{m-k}), \quad k = 0, \ldots, m - 1,
\]

\[
 \left\| p'(t) - \frac{M(t)}{t} p(t) - f(t, p(t)) \right\| = O(h^m), \quad t \in [0, 1].
\]

Note that the condition \( \sigma_+ > m + 2 \) does not impose a restriction of generality, see also the remark following Theorem 1. Furthermore, if \( \sigma_+ \leq m + 2 \) we cannot in general guarantee that \( z \in C^{m+2} \) (Theorem 1), and thus we cannot expect to observe the desired convergence orders in this case anyway and the restriction \( \sigma_+ > m + 2 \) is thus natural in this context.

The usual high-order superconvergence at the mesh points does not hold in general for singular problems, however, the uniform superconvergence is preserved (up to logarithmic factors):
\[ \| R_\Delta (p) - R_\Delta (z) \|_\Delta = O(h^{m+1}|\ln(h)|^{n_0-1}), \]
\[ \| p - z \| = O(h^{m+1}|\ln(h)|^{n_0-1}) \]
if
\[ \int_0^1 s^k \prod_{l=1}^m (s - \rho_l) \, ds = 0, \quad k = 0, \ldots, \nu - 1. \]
holds with \( \nu \geq 1 \), see [7], [24] for details.

For problems with an essential singularity, no theoretical results are known for general high-order collocation methods. However, we observed experimentally that the stage order \( O(h^m) \) is retained for any choice of symmetric collocation points. The superconvergence orders for \( \nu \geq 1 \) in (28) are
\[ \| R_\Delta (p) - R_\Delta (z) \|_\Delta = O(h^{m+\gamma}), \]
\[ \| p - z \| = O(h^{m+\gamma}), \]
where \( 0 < \gamma = \gamma(\alpha) < 1 \), and \( \gamma \) decreases with increasing \( \alpha \) in (1a). For non-symmetric collocation points, we observed rapid divergence of the numerical solution. Experimental evidence for these propositions is given in [6].

The analysis of the box scheme given in [15] implies that its order of convergence is \( 1 + \gamma \), where \( 0 < \gamma < 1 \). Since the box scheme is equivalent to collocation at Gaussian points with \( m = 1 \), this is consistent with the above conjecture.

4. BASIC SOLVER IN THE MATLAB CODE BVP SUITE

The code is designed to solve systems of differential equations of arbitrary mixed order including zero\(^2\), subject to initial or boundary conditions,
\[ F(t, p_1, \ldots, p_s, z_1(t), z'_1(t), \ldots, z_{l_1}(t), \ldots, z_n(t), z'_n(t), \ldots, z_{l_n}(t)) = 0, \]
\[ B(p_1, \ldots, p_s, z_1(c_1), \ldots, z_{l_1}(c_1), \ldots, z_n(c_1), \ldots, z_{l_n}(c_1), \ldots, z_1(c_q), \ldots, z_{l_1}(c_q), \ldots, z_n(c_q), \ldots, z_{l_n}(c_q)) = 0, \]
(31a)
(31b)
where the solution \( z(t) = (z_1(t), z_2(t), \ldots, z_n(t))^T \), and the parameters \( p_i, i = 1, \ldots, s \), are unknown. In general, \( t \in [a, b], -\infty < a, b < \infty \).\(^3\)

\(^2\)This means that differential-algebraic equations are also in the scope of the code.
\(^3\)For the extension to unbounded domains, see Section 7.
Moreover,  

\[ F : [a, b] \times \mathbb{R}^s \times \mathbb{R}^{l_1} \times \cdots \times \mathbb{R}^{l_n} \rightarrow \mathbb{R}^n \]

and

\[ B : \mathbb{R}^s \times \mathbb{R}^{ql_1} \times \cdots \times \mathbb{R}^{ql_n} \rightarrow \mathbb{R}^{l+s}, \]

where \( l := \sum_{i=1}^{n} l_i \). Note that boundary conditions can be posed on any subset of distinct points \( c_i \in [a, b], a \leq c_1 < c_2 < \cdots < c_q \leq b. \)

For the numerical treatment, we assume that the boundary value problem (31) is well-posed and has a locally unique solution \( z \).

In order to find a numerical solution of (31) we introduce a mesh \([\tau_i, \tau_{i+1}], i = 0, \ldots, N-1\), partitioning the interval \([a, b]\) as shown in Figure 1. Every subinterval \([\tau_i, \tau_{i+1}]\) contains \( m \) collocation points \( t_{i,j} \), \( j = 1, \ldots, m \). Let \( P_m \) be the space of piecewise polynomial functions of degree \( \leq m \), cf. Section 3, which are globally continuous in \([a, b]\).

In every subinterval \( J_i \) we make an ansatz \( P_{i,k} \in P_{m+l_{k-1}} \) for the \( k \)-th solution component \( z_k, k = 1, \ldots, n \), of the problem (31). In order to compute the coefficients in the ansatz functions we require that (31) is satisfied exactly at the collocation points. Moreover we require that the collocation polynomial \( p(t) := P_i(t), t \in J_i \), is a globally continuous function on \([a, b]\) with components in \( C^{l_{k-1}}[a, b], i = 1, \ldots, n \), and that the boundary conditions hold. All these conditions imply a nonlinear system of equations for the unknown coefficients in the ansatz function. For more details see [2] and [20]. It can be easily seen that the number of equations in this nonlinear system amounts to \( Nmn + Nl + s \). Every component of the polynomial \( P_{i,k}, i = 0, \ldots, N-1, k = 1, \ldots, n \) is characterized by \( m + l_k \) unknown coefficients, and therefore for every \( i \) the polynomial \( P_{i,k} \) has \( nm + l \) coefficients to be determined. This together with \( s \) unknown parameters adds to a total number of unknowns which is also equal to \( N(nm + l) + s \).

For the representation of the collocation polynomial \( p \) we use the Runge-Kutta basis, see [2], and solve the resulting nonlinear system for the coefficients in this representation by a Newton iteration implemented in the subroutine ‘solve_nonlinear_sys.m’ from the MATLAB code sbvp, cf. [4], which is based on the ‘fast frozen’ Newton method.

5. Error Estimates for the Global Error of the Collocation

An estimate for the global error of the collocation solution for problems with a singularity of the first kind was proposed and analyzed in [7, 24]: Here, the numerical solution \( p \) obtained by collocation is used to define a ‘neighboring problem’ to (1). The original and neighboring problems are
solved by the backward Euler method at all points $t_{i,j}$, $i = 0, \ldots, N-1$, $j = 1, \ldots, m+1$. This yields the grid vectors $\xi_{i,j}$ and $\pi_{i,j}$ as the solutions of the following schemes, subject to boundary conditions (12),

\begin{align}
&\frac{\xi_{i,j} - \xi_{i,j-1}}{t_{i,j} - t_{i,j-1}} = \frac{M(t_{i,j})}{t_{i,j}} \xi_{i,j} + f(t_{i,j}, \xi_{i,j}), \quad \text{and} \quad \tag{32a}
&\frac{\pi_{i,j} - \pi_{i,j-1}}{t_{i,j} - t_{i,j-1}} = \frac{M(t_{i,j})}{t_{i,j}} \pi_{i,j} + f(t_{i,j}, \pi_{i,j}) + \bar{d}_{i,j}, \quad \tag{32b}
\end{align}

where $\bar{d}_{i,j}$ is a defect term defined by

$$
\bar{d}_{i,j} := \frac{p(t_{i,j}) - p(t_{i,j-1})}{t_{i,j} - t_{i,j-1}} - \sum_{k=1}^{m+1} \alpha_{j,k} \left( \frac{M(t_{i,k})}{t_{i,k}} p(t_{i,k}) + f(t_{i,k}, p(t_{i,k})) \right).
$$

Here, the coefficients $\alpha_{j,k}$ are chosen in such a way that the quadrature rules given by

$$
\frac{1}{t_{i,j} - t_{i,j-1}} \int_{t_{i,j-1}}^{t_{i,j}} \varphi(\tau) \, d\tau \approx \sum_{k=1}^{m+1} \alpha_{j,k} \varphi(t_{i,k})
$$

have precision $m + 1$.

In the next theorem, we state the result that the difference $\xi_{\Delta^m} - \pi_{\Delta^m}$ is an asymptotically correct estimate for the global error of the collocation solution, $R_{\Delta^m}(z) - R_{\Delta^m}(p)$.

**Theorem 3.** Assume that the singular boundary value problem (1) with $\alpha = 1$ has an isolated (sufficiently smooth$^4$) solution $z$ and satisfies the assumptions of Theorem 2. Then, provided that $h$ is sufficiently small, the following estimate holds:

$$
\| (R_{\Delta^m}(z) - R_{\Delta^m}(p)) - (\xi_{\Delta^m} - \pi_{\Delta^m}) \|_{\Delta^m} = O(\| \ln(h) \|_{n_0}^{-1} h^{m+1}),
$$

with some positive integer $n_0$.

The proof is given in [7, 24].

For problems with an essential singularity, it was found that a symmetric auxiliary scheme has to be used, see [5]. Thus, an asymptotically correct estimate can be constructed based on the box scheme. However, in this case (34) is replaced by$^5$

$$
\| (R_{\Delta^m}(z) - R_{\Delta^m}(p)) - (\xi_{\Delta^m} - \pi_{\Delta^m}) \|_{\Delta^m} = O(h^{m+\gamma}),
$$

$^4$In fact, we require $z \in C^{m+2}[0,1]$.

$^5$In the case of an essential singularity, we assume that the invariant subspace of $\mathbb{R}^n$ associated with the eigenvalue $\lambda = 0$ coincides with the eigenspace of $\lambda = 0$ and therefore $n_0 = 1$. 


where $\gamma < 1$.

Finally, we consider a classical error estimate based on mesh halving. In this approach, we compute the collocation solution at $m$ points on a grid $\Delta$ with step sizes $h_i$ and denote this approximation by $p_\Delta(t)$. Subsequently, we choose a second mesh $\Delta_2$ where in every interval $J_i$ of $\Delta$ we insert two subintervals of length $h_i/2$. On this mesh, we compute the numerical solution based on the same collocation scheme to obtain the collocating function $p_{\Delta_2}(t)$. Using these two quantities, we define

$$E(t) := \frac{2m}{1 - 2m}(p_{\Delta_2}(t) - p_\Delta(t))$$

as an error estimate for the approximation $p_\Delta(t)$. Assume that the global error $\delta(t) := p_\Delta(t) - z(t)$ of the collocation solution can be expressed in terms of the principal error function $e(t)$,

$$\delta(t) = e(t)h_i^m + O(h_i^{m+1}), \quad t \in J_i,$$

where $e(t)$ is independent of $\Delta$. Then obviously the quantity $E(t)$ satisfies $E(t) - \delta(t) = O(h_i^{m+1})$. This holds for problems with a singularity of the first kind and for regular problems. However, numerical results reported in [5] indicate that in case of an essential singularity (37) reads

$$\delta(t) = e(t)h_i^m + O(h_i^{m+\gamma}), \quad t \in J_i,$$

with the same $\gamma < 1$ as in (35). Generally, estimates of the global error based on mesh halving work well for both problems with a singularity of the first kind and for essentially singular problems [5]. Since they are also applicable to higher-order problems and problems in implicit form (as for example DAEs) without the need for modifications, we have implemented this strategy in our code bvpsuite.

### 6. Adaptive Mesh Selection

The mesh selection strategy implemented in bvpsuite was proposed and investigated in [26]. Most modern mesh generation techniques in two-point boundary value problems construct a smooth function mapping a uniform auxiliary grid to the desired nonuniform grid. In [26] a new system of control algorithms for constructing a grid density function $\phi(t)$ is described. The local mesh width $h_i = \tau_{i+1} - \tau_i$ is computed as $h_i = \epsilon_N/\varphi_{i+1/2}$, where $\epsilon_N = 1/N$ is the accuracy control parameter corresponding to $N - 1$ interior points, and the positive sequence $\Phi = \{\varphi_{i+1/2}\}_{i=0}^{N-1}$ is a discrete approximation to the continuous density function $\phi(t)$, representing the mesh width variation. Using an error estimate, a feedback control law generates a new density from the previous...
one. Digital filters may be employed to process the error estimate as well as the density.

For boundary value problems, an adaptive algorithm must determine the sequence $\Phi^{[\nu]}$ in terms of problem or solution properties. True adaptive approaches equidistribute some monitor function, a measure of the residual or error estimate, over the interval. As $\Phi^{[\nu]}$ will depend on the error estimates, which in turn depend on the distribution of the grid points, the process of finding the density becomes iterative. For some error control criteria a local grid change typically has global effects. The techniques developed here avoid this difficulty by restricting the error estimators to those having the property that the estimated error on the interval $[\tau_i, \tau_{i+1}]$ only depends on the local mesh width, $h_i = \epsilon N/\varphi_{i+1/2}$.

In order to be able to generate the mesh density function, we decided to use the residual $r(t)$ to define the monitor function. The values of $r(t)$ are available from the substitution of the collocation solution $p(t)$ into the analytical problem (31). We first compute

$$R_k(\tau_{i+1/2}) = \int_{\tau_i}^{\tau_{i+1}} r_k(t) \, dt \approx \frac{r_k(\tau_i) + r_k(\tau_{i+1})}{2}(\tau_{i+1} - \tau_i)$$

for $i = 0, \ldots, N - 1$ and for each component $r_k$, $k = 1, \ldots, n$, of the residual $r$. Now, for each subinterval $J_i$, we calculate

$$\hat{R}(\tau_{i+1/2}) := \left(\sum_{k=1}^{n} R_k^2(\tau_{i+1/2})\right)^{1/2}, \quad i = 0, \ldots, N - 1,$$

to obtain the monitor function necessary for the update of $\Phi^{[\nu]}$.

While the residual based monitor function $\hat{R}(t) := \hat{R}(\tau_{i+1/2})$, $t \in J_i$, is used to update the mesh density, the number of the necessary mesh points in the final grid is determined from the requirement that the absolute global error satisfies the tolerance. The mesh halving routine provides the values of the error estimate (36) in the entire interval $[a, b]$, so we can compute

$$G_{\Delta m} := \max_t \left(\max_{1 \leq k \leq n} |E_k(t)|\right), \quad t \in \Delta^m.$$ 

The number of points for the next iteration step is predicted from

$$(39) \quad N_{\nu+1} = M \left(\frac{G_{\Delta m}}{0.9 \text{TOL}}\right)^{1/(m+1)},$$

where $M = 50$ is the fixed number of points in the control grid. Below, we specify in more detail the grid adaptation routine implemented in the code.
1. Grid generation, finding the optimal density function, is separated from mesh refinement, finding the proper number of mesh points. We first try to provide a good density function $\Phi$ on a rather coarse mesh with a fixed number of points $M = 50$. The mesh density function is chosen to equidistribute the monitor function $R(t)$.

2. For each density profile in the above iteration, we estimate the number of mesh points necessary to reach the tolerance, according to (39).

3. The calculation of the density function is terminated when $N_{\nu+1} > 0.9 N_{\nu}$. Clearly, it can be expected that in the course of the optimization of the density function the number of the associated mesh points will monotonically decrease. This process is stopped when the next density profile $\Phi^{[\nu+1]}$ would result in saving less than 10% of the mesh points compared to the current density profile $\Phi^{[\nu]}$.

4. Since the calculation of a residual is reasonably cheap we always update the density profile to make use of the information provided by the most recent available numerical solution associated with the function $\Phi^{[\nu]}$.

5. We finally solve the problem on the mesh based on $\Phi^{[\nu+1]}$ with $N^{[\nu+1]}$ mesh points, and estimate the global error of this approximation. If the accuracy requirement is satisfied, we stop the calculations, otherwise we refine again.

For more details and the results of numerical tests, we refer the reader to [26].

7. Pathfollowing and Problems on Semi-Infinite Intervals

In this and in the following sections, we discuss the scope of bvpsuite and its special features which allow to cover a very wide range of applications. First of all, our code realizes a pathfollowing strategy to follow solution branches in dependence of a known parameter. To describe the strategy in general terms, we consider (1a), (1b) as a parameter-dependent operator equation

$$F(y; \lambda) = 0,$$

where $F : Y \times \mathbb{R} \to Z$, and $Y, Z$ are Banach spaces (of possibly infinite dimension).

Pathfollowing in this general setting has been discussed in detail in [34].

We are particularly interested in computing solution branches $\Gamma$ with turning points. By definition, in a turning point the solution of (40) constitutes a local maximum (or minimum) of $\lambda$, and consequently is not locally unique as a function of the parameter $\lambda$. The situation is illustrated in
Figure 2. There, we plot some functional of the solution against the parameter $\lambda$. The arrows indicate the turning points. Thus, in a turning point we cannot parametrize $\Gamma$ as a function of $\lambda$. However, it is sufficient for our procedure that a tangent is uniquely determined at all points of $\Gamma$. This is guaranteed by realistic assumptions formulated for our problem in [23].

Now, we proceed by describing our pathfollowing strategy. As explained in [23], our assumptions on the problem ensure that at a point $(y_0, \lambda_0) \in \Gamma$, a tangent can be uniquely determined up to the sign. Additional criteria determine how to choose the direction. On the tangent just computed, a predictor $(y_P, \lambda_P)$ is chosen for the computation of the next point on $\Gamma$, and finally a corrector equation is solved yielding $(y_C, \lambda_C)$. One step of our procedure starting at $(y_0, \lambda_0)$ is illustrated in Figure 2.

As one example to demonstrate that our pathfollowing strategy indeed works for singular boundary value problems and generates meshes adapted to the solution profile, in [23] we considered an example from [12], describing the buckling of a spherical shell.

We followed the solution path $\Gamma$ shown in Figure 3, starting at $\lambda = 0$. Figure 3 shows the maximum norm of the first solution component, $\|\beta\|_\infty$ along the path $\Gamma$. The crosses indicate points of $\Gamma$ where the solution profiles of $\beta$ and the second solution component $\Psi$ are plotted in Figure 4, together with the meshes generated by our adaptive mesh selection procedure. A comparison with [12, Figure 10] shows that the solution is computed reliably and obviously the meshes are denser where the solution varies more rapidly.

Our code can also treat problems posed on semi-infinite intervals $t \in (a, \infty)$, $a > 0$ (and by a splitting of the interval, also $a = 0$). In order to exploit our efficient and robust mesh selection strategy also in this case, we
use the transformation \( t = \frac{1}{\tau} \), \( z(t) = x(\frac{1}{\tau}) \) to restate
\[
x'(\tau) = \tau^\beta f(\tau, x(\tau)), \quad \tau \in [a, \infty), \quad \beta > -1
\]
as
\[
z'(t) = -\frac{1}{t^{\beta+2}} f(1/t, z(t)), \quad t \in (0, 1/a].
\]
This is in general a problem with an essential singularity, which however
is in the scope for our collocation methods, error estimation procedure and
adaptive mesh refinement. In this approach, the mesh is adapted only ac-
cording to the unsmoothness of the solution without the need for mesh grad-
ing on long intervals, and moreover no truncation of the unbounded interval
is necessary. This strategy was employed successfully for example in [9],
[10] and [21].

8. Code Performance

In this section, we comment on the performance of our code \texttt{bvpsuite}
when compared to other available software for the numerical solution of
boundary value problems in ordinary differential equations. Since our
focus is on singular boundary value problems, we have chosen those codes
which explicitly claim that singular problems are in their scope. Therefore,
we take into considerations the standard MATLAB code \texttt{bvp4c} and its
higher order versions \texttt{bvp5c}, \texttt{bvp6c}, cf. [29], [19], and two FORTRAN
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\caption{Values of \( \|\beta\|_\infty \) along a solution branch.}
\end{figure}
codes, A User-Friendly Fortran BVP Solver [30] and the COLNEW solver described in [1].

Our main intention while designing bvpsuite was to provide a MATLAB code which can cope with a wide range of applications and works dependably and efficiently for a large range of tolerances with emphasis on high-precision solution. Therefore, we have chosen the fully implicit formulation of the nonlinear system of equations and nonlinear boundary conditions, see Section 4. The order of the differential equations in the components of the system can be arbitrary and different for different
components. Thus, there is no need to transform a higher order system to its first order form. The code can cope with free unknown parameters for which the appropriate number of additional boundary conditions need to be specified at the borders or within the interval of integration. In its scope are nonlinear singular boundary value problems with a singularity of the first or of the second kind\(^6\). Over the years, we have been able to give a good theoretical justification for all components of the code, also in the context of singular problems, see for instance the list of publications at http://www.math.tuwien.ac.at/~ewa.

The code can solve index 1 differential-algebraic equations, a coupled system of differential equations and algebraic constraints. Also, it is equipped with a pathfollowing strategy in case of known parameter values such that the turning points in the solution-parameter path do not constitute a difficulty. Recently, we have equipped the code with modules for the solution of eigenvalue problems of first and second order, see the references below. Moreover, for a problem posed on a semi-infinite interval \([0, \infty)\) the code automatically reduces the problem to the interval \([0, 1]\) and after numerical computations it provides the approximate solution on an arbitrary interval \([0, b]\), \(b < \infty\).

The order of the collocation solver is chosen automatically in dependence of the tolerance specified by the user and varies between two and eight. We stress that since in our code Gaussian points (or equidistant interior collocation points) are used, we avoid the evaluation at the singular point and therefore also in the case of singular problems only one numerical method on the whole interval is used and no pre-handling is necessary. In other words, there is no distinction between the solution of singular or regular problems with bvpsuite. The error estimate and the grid adaptation routine have been described in Sections 5 and 6, respectively.

The code \texttt{bvp4c}\(^7\) [28] can solve explicit nonlinear systems of order one with nonlinear boundary conditions and unknown parameters. However, the singular problems have to show a special structure,

\[
(41) \quad z'(t) = \frac{S}{t} z(t) + f(t, z(t)), \quad t \in (0, T],
\]

with a constant matrix \(S\). This means that only a singularity of the first kind in this particular form is in the scope of the code. The basic solution method is based on polynomial collocation with four, five or six Lobatto points, respectively. Within one routine the order of the method is fixed to

\(^6\)and clearly, problems with no singularity

\(^7\)In the following, we refer to \texttt{bvp4c} only, even when all three variants of the code are addressed.
four, five or six. The quantity to be estimated and controlled is the residual, and residual and error in case of \texttt{bvp5c} [19].

The \textit{User-Friendly Code} [30] covers the same class of problems, regular and singular, as \texttt{bvp4c}. The methods used here are implicit Runge-Kutta schemes (MIRKDC) of orders two, four, and six. The code controls the defect in the differential equations and boundary conditions and also provides an estimate for the global error using the extrapolation technique.

Finally, \texttt{COLNEW} [1] can solve \textit{explicit} nonlinear systems of ordinary differential equations of varying order up to four. The basic solver is collocation based on Gaussian points whose number ranges from one to seven. The code controls the global error estimated from the mesh halving principle which in case of Gaussian points is strongly related to the residual. In this code a pathfollowing strategy is also available and the code can cope with free parameters.

We compare the performance of the codes by solving the following boundary value problem:

\begin{align}
    z'(t) &= \frac{1}{t} \begin{pmatrix} 0 & 1 \\ 2 & 6 \end{pmatrix} z(t) + \begin{pmatrix} 0 \\ 4k^2t^5 \sin(k^2t^2) + 10t \sin(k^2t^2) \end{pmatrix}, \\
    \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} z(0) + \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} z(1) &= \begin{pmatrix} 0 \\ \sin(k^2) \end{pmatrix},
\end{align}

(42a)

(42b)

where the analytical solution is known,

\[ z(t) = \begin{pmatrix} t^2 \sin(k^2t^2), 2k^2t^4 \cos(k^2t^2) + 2t^2 \sin(k^2t^2) \end{pmatrix}^T. \]

For the simulation the order of the methods implemented in the codes was set to four. Additionally, we also used the possibility of our code to adapt the order of the method to the prescribed tolerance, see curve ‘\texttt{bvpsuite vo}’ in Figures 5 and 6. The results show that this approach provides the most efficient solution method. Therefore the flexibility of our code also constitutes a significant improvement of the performance. The model problem (42) discussed here, gives a typical picture observed in all tests. The results of the simulation can be found in Figures 5 and 6. When the order is fixed to four for comparison, the number of grid points required by \texttt{bvpsuite} and \texttt{COLNEW} is comparable and smaller throughout than for \texttt{bvp4c} and the \textit{User-Friendly Code}. Especially, for strict tolerances, the gap between \texttt{bvpsuite} and \texttt{COLNEW} and the other two codes is significant. The strictest tolerance successsfully reached by the \textit{User-Friendly Code} was $10^{-10}$, and by \texttt{bvp4c} $10^{-11}$, while \texttt{bvpsuite} and \texttt{COLNEW} reached an accuracy of $10^{-13}$. It is worth mentioning that all codes work very well at target, which means that the tolerance and accuracy are closely related.
9. Applications

As already mentioned, eigenvalue problems, see [3], [31], and differential algebraic equations, cf. [8], [25], are within the scope of our code, but it can also be applied in case of non-standard singularities. In [27], we investigated the following singular equation which originates from the theory of shallow membrane caps,

\[(t^3u'(t))' + t^3\left(\frac{1}{8u^2(t)} - \frac{a_0}{u(t)} - b_0t^{2\gamma-4}\right) = 0, \quad t \in (0, 1],\]

subject to boundary conditions

\[\lim_{t \to 0^+} t^3u'(t) = 0, \quad u(1) = 0,\]

where \(a_0, b_0,\) and \(\gamma\) are given constants. Note that this problem has a more challenging structure than (1). After rewriting (43), we obtain the explicit version of the equation,

\[u''(t) + \frac{3}{t}u'(t) + \left(\frac{1}{8u^2(t)} - \frac{a_0}{u(t)} - b_0t^{2\gamma-4}\right) = 0, \quad u(1) = 0.\]

Here, a singularity of the first kind occurs at \(t = 0\), but at the same time due to the boundary condition at \(t = 1\) the problem has a so-called phase singularity at the other end of the interval. For such more involved problems existence and uniqueness of solutions is shown by means of generalized lower and upper functions, involving limiting processes, cf. [27] and references therein. Our code bvpsuite could be used to approximate solutions\(^8\) of the membrane problem. However, a theoretical justification for the collocation method in view of the problem structure is still an open question.

Another source of challenging problems with an interesting solution structure are reaction-diffusion equations, see [32], [33]. In [32], the simple looking, parameter dependent problem of the form

\[u''(t) = \frac{\lambda}{\sqrt{u(t)}}, \quad t \in (0, 1], \quad u(0) = u(1) = 1,\]

where \(\lambda\) is a given parameter, turns out to have a very challenging structure. Depending on the value of \(\lambda\) there exist the so-called positive solutions, \(u(t) > 0\) for all \(t \in [0, 1]\), pseudo dead core, and dead core solutions, such that \(u(t) = 0\) for a certain point \(t \in (0, 1]\), or \(u(t) = 0\) for a certain subinterval \(t \in [\alpha, \beta]\), \(0 < \alpha < \beta < 1\), respectively. In order to find the latter two solutions, we simulated the problem numerically using bvpsuite. Here,

\(^8\)even though \(u'(0)\) may become unbounded
we utilized the fact that the above equation can be treated in its fully implicit form,

\[ u''(t)\sqrt{u(t)}u(t) = \lambda u(t), \quad t \in (0, 1), \quad u(0) = u(1) = 1. \]

Clearly, in the case that the analytical problem is especially involved, the numerical approach may sometimes constitute the only source of information about the solution structure. We faced this type of difficulty in [33]. Since the problem is again parameter dependent, we have applied the path-following strategy implemented in \texttt{bvpsuite} to solve

\[
((u'(t))^3)' + \frac{u'(t)}{t^2} = \lambda \left( \frac{1}{\sqrt{u(t)}} + (u'(t))^2 \right), \quad t \in (0, 1), \quad (45a)
\]

\[
u'(0) = 0, \quad 0.1u(1) + u'(1) = 1. \quad (45b)
\]

The results of this simulation are shown in Figure 9. We can see that for a certain range of \( \lambda \) the positive solution is unique, and for the other part of the path, we could find two different positive solutions, see Figures 7 and 8. According to Figure 9, we have moved around a turning point at \( \lambda \approx 1.8442 \). Finally, in the last step of the procedure, we obtained a solution which nearly reaches a pseudo dead core solution with the collocation solution \( p(0) \approx u(0) \approx 0 \).

10. CONCLUSIONS

In this paper we gave an overview of the very intense activities carried out for many years at Vienna University of Technology and focused on the analysis, numerical solution and code development for singular boundary value problems in ordinary differential equations, differential algebraic equations, and problems posed on semi-infinite intervals.

When analyzing singular problems, we first note that their direction field is very unsmooth, especially close to the singular point. Consequently, we can encounter unbounded contributions to the solution manifold, such that \( z \in C(0, 1] \). However, irrespective of the spectrum of the matrix \( M(0) \), by posing proper homogeneous initial conditions, we can extend the above solution to \( z \in C[0, 1] \). It also turns out that in such a case the condition \( M(0)z(0) = 0 \) must hold. For singular problems the solution’s smoothness depends not only on the smoothness of the inhomogeneity \( f \) but also on the size of real parts of the eigenvalues of \( M(0) \).

Concerning the numerical treatment of singular problems one usually assumes that the underlying analytical problem is well-posed and has a smooth solution. On the basis of such an assumption, one would like to
design a high order method, and error estimate and grid adaptation strategies, which remain unaffected by the steep direction field. This means that the grids should become dense only in the regions when the solution is unsmooth. Especially they should stay coarse close to the singularity, when the solution is smooth there. It turns out that collocation at Gaussian (or inner equidistant) points remains robust for singular problems and can serve as a dependable solver in the code design, while other high order methods suffer from order reductions. Also, defect correction and mesh halving principles constitute a reliable basis for the a posteriori error estimation. We have put a lot of effort in the grid adaptation strategy. Here, the main idea is to split the adaptation of the grid density and the number of grid points necessary to satisfy the tolerance requirements. This idea has proven very fruitful and results in grids which in a very satisfactory way reflect the solution behavior.

Finally, we introduced and described in detail our new MATLAB solver bvpsuite and demonstrated that concerning the scope and efficiency it is a very competitive candidate among the available software for singular boundary value problems.
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Figure 5. Problem (42), $k = 5$: The exact solution (left) and the number of grid points in the final mesh (right).

Figure 6. Problem (42), $k = 5$: The number of function evaluations (left) and the tolerance versus accuracy graph (right).

Figure 7. Problem (45): The numerical solution, the error estimate and the residual for $\lambda = 1.42604644036221$. 
Figure 8. Problem (45): The numerical solution, the error estimate and the residual for $\lambda = 1.42139222684689$.

Figure 9. Graph of the $\|p\| - \lambda$ path obtained in 76 steps of the path following procedure, where $\|p\| = \max_{t \in [0,1]} |p(t)|$. The turning point has been found at $\lambda \approx 1.8442$. 